
of services with strict delay requirements have emerged
in commercial wireless networks, such as live-streaming
multimedia applications in mobile cellular systems, real-time
sensing and control in wireless sensor networks (WSNs) and
so on [1]. In these applications, packets have strict deadline
constraints and must arrive at their destinations before their
deadlines. Otherwise, they become invalid and are generally
dropped, which degrade the quality of service (QoS).
Therefore, how to meet the strict delay requirements in wire-
less networks has drawn increasing attention nowadays [2].

Traditional WSNs mainly concerned scalar sensor networks
for physical phenomena measurement, for example the tem-
perature, pressure, humidity, or location of objects, whose data
streams can be transmitted through low-bandwidth and delay-
tolerant networks. In recent years, the research hotspot has
transferred to the networks that enable delivery of multimedia
content, such as audio and video streams and images, as well
as scalar data, which is defined as wireless multimedia sensor
networks (WMSNs) [3]. Since Internet of things (IoTs) with
rich multimedia content have become an emerging paradigm
for the further expansion of ubiquitous computing in modern
wireless communications to provide connectivity and mobility,
WMSNs are gaining wide interest of researchers in recent
years [4], [5]. On one hand, the overall system throughput
is desired to be increased by taking advantage of multi-user
diversity. On the other hand, fairness and QoS guarantees
require to be maintained for individual users, especially under
the circumstance of multimedia applications with strict delay
demands [6].

In order to decrease packet transmission delay in WMSNs,
some effort has been made on different aspects, such as QoS
based routing mechanisms [7], deadline concerned queuing
strategies in relays [8], efficient access methods in Media
Access Control (MAC) layer [9], and cross-layer optimization
algorithms that not only consider the relaying method in
network layer, but also the transmission rate in physical layer
systematically [10]. Although some QoS features have been
specified in IEEE 802.15.4 standard for WSNs, the open issue
of end-to-end delay still remains. A cooperative MAC protocol
for real-time data transmission was investigated in [11], which
concentrated on the beacon-enabled mode in star network
topology and can be viewed as a kind of supplement of
IEEE 802.15.4 standard. A multi-user setup for users with
delay QoS constraints has been studied in [12], and the
resource allocation policy has also been derived for sum video
quality maximization.
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Apart from the above work, network coding has attracted
much interest as an orthogonal solution to reduce the transmis-
sion delay in wireless networks. It is widely acknowledged that
conventional non-physical-layer network coding (CNC) can
greatly improve the network throughput when packet deadline
constraints are not considered [13]. CNC takes the advantage
of the broadcast nature of wireless channel. It can reduce
transmission time by permitting a relay to encode at least two
packets, which are received separately from different source
nodes, into one packet and broadcast it to destinations for the
decoding of the intended packets. Hence, CNC is also one
of the promising solutions tackling the packet transmission
problem with deadline constraints in cooperative communi-
cations. However, the decoding delay in CNC may be high
if the destination nodes cannot receive sufficient packets for
decoding [14]. Therefore, CNC should be carefully employed
in deadline constrained packet transmissions. Compared with
CNC, analog network coding (ANC), as a type of physical-
layer network coding (PNC), can further reduce transmission
time by allowing two signals to be transmitted simultaneously
from their source nodes and superpose at the relay [15].
Nevertheless, ANC has more stringent restrictions on channel
conditions and network topologies. Therefore, it is encouraged
to integrate different transmission methods to fulfill their
advantages.

For one thing, due to the diversity of transmission rates
and methods when supporting real-time services in cooperative
WMSNs, it is very challenging to design the packet scheduling
and transmission schemes with low computational complexity.
For another, it is also a great opportunity to decrease the
end-to-end delay if we choose the most efficient transmission
method with an appropriate transmission sequence. Therefore,
it is necessary to develop a QoS-oriented high-efficiency
scheduling and transmission scheme to minimize the packet
dropping probability in multi-rate WMSNs. The contributions
of our work are as follows:
• In order to deal with real-time transmissions in multi-

rate WMSNs, we propose an adaptive integration scheme
for different transmission methods, including CNC, ANC,
PR and NR. By formulating the forwarding method into
an optimization problem, we can select the optimal trans-
mission methods and sequences of packets via exhaustive
search.

• Due to the high computational complexity of the for-
mulated optimization problem (O(N N )), we present a
Markov chain based approximation approach to get the
near-optimal solution by formulating optimization prob-
lem into the form of maximum weighted configuration
problem.

• For the sake of reducing computational complexity
further, we introduce the approach based on dynamic
graph, and solve the problem by constructing a graph to
obtain the near-optimal solution, in which we choose the
appropriate packet(s) for each transmission. The compu-
tational complexity of the dynamic graph based approach
is O(N4), which is polynomial.

The rest of this paper is organized as follows. In Section II,
some related works are introduced. Section III formulates the

optimization problem by jointly combining different transmis-
sion methods. In Section IV, we present three schemes to
resolve the deadline-aware packet scheduling and transmission
problem. Simulation results are shown in Section V, and
Section VI concludes our work.

II. RELATED WORKS

Although some studies have been conducted for providing
QoS to each individual in WSNs, space still exist for transmis-
sion efficiency improvement, which motivates us to combine
various kinds of forwarding methods in an adaptive method.
As the research in WMSNs has gained high momentum
through the combination of IoTs, the study of emerging coding
methods and their adaptive combination are recommended for
investigation.

CNC was first designed to improve the network throughput
and most related works focused on throughput maximization.
Recently, some effort has been made to meet deadline con-
straints of packet transmission through the utilization of CNC
and PNC. Alvandi et al. [16] proposed a systematic method to
analyze the end-to-end delay performance in wireless networks
and proved that CNC can reduce the packet delay. Li et al. [17]
proposed another analytical method based on network
calculus, and a generalized processor sharing scheduling
scheme was studied to improve the network delay perfor-
mance. However, these works mainly focused on the average
packet delay and ignored the per-packet delay constraint,
where the latter can be critical for packets of real-time
applications in WMSNs.

Some work has been conducted for packets with strict
deadline constraints [18]–[23]. Generally speaking, most of
the works concentrated on optimizing coding block size com-
putation to decrease decoding delay. Larger block size means
more packets are coded together in one transmission, which
causes longer decoding delay at the same time. A monotonicity
based backward induction algorithm was developed in [18]
to calculate the optimal block size in polynomial time.
Zhan and Xu [19] studied the scheduling problem to minimize
the number of dropped packets, and an encoding algorithm was
investigated based on CNC. However, they assumed a fixed
transmission rate and ignored the possibility of using multi-
rate transmission in wireless networks. An efficient algorithm
was proposed to determine the coding strategy and transmis-
sion rate of each transmission in [20]. Unfortunately, the above
approaches are limited to single-hop broadcast channel, and
they may not work well in a multi-hop network.

In order to cope with the packet transmission delay in multi-
hop wireless networks, Mao et al. [21] and Seferoglu and
Markopoulou [22] have designed some packet queue manage-
ment schemes to reduce the queuing delay. Mao et al. [21]
compared their queue management scheme based on a min-
imum cost flow formulation with maximum weight packet
first [22] and urgent packet first schemes, and proved the supe-
riority of their scheme. In [23], an efficient relay placement
algorithm was proposed to find the optimal relay positions for
delay minimization in general relay-assisted wireless multicast
networks when employing PNC protocol.



1540 IEEE SENSORS JOURNAL, VOL. 17, NO. 5, MARCH 1, 2017

Although CNC and PNC have their special advantages in
different network situations, their combination is not well
studied especially for the delay sensitive networks. It can be
beneficial to allow different transmission schemes (including
CNC, PNC, PR, and NR) to be chosen on the same wireless
communication system according to the observed channel
state. This enlightens us to consider multiple transmission
schemes, and design an adaptive transmission method selec-
tion scheme. In [24], an adaptive relaying method selection
scheme was developed for multi-rate wireless networks, but
the goal was to optimize the throughput without considering
deadline constraints of packets. When aiming at meeting the
deadlines of packets, solutions become quite different and
much more complex [25].

In this paper, we integrate transmission method selection
with packet scheduling to deal with the deadline constrained
transmission in cooperative WMSNs. Our scheme is orthog-
onal to the methods listed above, and can be viewed as
a supplement of the existing methods for delay sensitive
networks. Some preliminary ideas have been presented in [26],
this paper differs from the previous work in that: (1) Since it
is time consuming to obtain the optimum result, especially
when the number of packets is large, this paper presents
a Markov chain based approximation approach to get the
near-optimal solution by formulating the optimization problem
into the form of maximum weighted configuration problem;
(2) An improved dynamic graph based method is leveraged to
obtain the near-optimal solution by selecting the appropriate
packet(s) for each transmission. Compared with our proposed
heuristic method in [26], the computational complexity is
decreased from O(N5) to O(N4), so that the computational
efficiency is promoted; (3) Extensive simulation experiments
are conducted to examine the obtained performance brought
by the studied methods. It is also important to mention that
in this paper, packet transmissions within two-hop topologies
are considered, and the proposed methods can be extended
to general multi-hop networks, for example using a properly
designed MAC scheme. More details can be found in our
recent published work in [27].

III. SYSTEM MODEL

A network topology containing one relay and N pairs of
nodes is considered in our work, where each pair of nodes
includes a source and destination nodes.

The size of packets each source node requires to transmit
to its destination node is assumed to be the same. Each
packet can be either relayed or directly transmitted, and has a
deadline requirement, so that the packet would be dropped if
the deadline requirement is not satisfied.

Fig. 1 shows an example of the network topology, where
N = 3, i.e. there are three pairs of source and destination
nodes (i.e., S = {s1, s2, s3} and D = {d1, d2, d3}), and one
relay node r . Each source node maintains an output queue
containing the packets it will transmit. P = {p1, p2, . . . , pn}
is the set of all packets in the network to be transmitted.
Source node s1 sends the packets p1, p5, . . . in the queue
to destination node d1, and the rest pairs of nodes perform
likewise as Fig. 1 shows. For the sake of fairness, we assume

Fig. 1. Network topology and one possible scheme in a scheduling round.

that only the first packet in each source node’s output queue
is scheduled and transmitted each time slot. We call the
period during which each source node finishes one packet
transmission as a Scheduling Round. During one scheduling
round, the packets are transmitted either individually (by NR
or PR), or cooperatively with other packets (by CNC or ANC).
The process that an individually-transmitted packet is sent (or
several cooperatively-transmitted packets are sent) from source
node(s) to destination node(s) is called One Transmission.
One Time Slot is defined as the time for packet transmission
within one-hop. Take PR as an example, the packet is first
transmitted from source node to relay, then from relay to
destination node, thus the transmission takes two time slots.
Due to the complexity of wireless environment, the capacity
of each link is different and varies from time to time.

Packets delivered in the network have their deadlines, which
are represented by D = {D1, D2, . . . Dn}. At the beginning
of a scheduling round, the first packet of each output queue
is dequeued. The transmission of the packet begins when a
scheduling round starts and ends when the packet arrives at
the destination node. If the process is not complete before
the deadline (i.e. the packet misses the deadline), this packet
becomes invalid and is dropped by the destination node. We
define the Packet Dropping Probability as the ratio of the
number of packets missing their deadlines to the total number
of packets that need to be transmitted.

How to transmit and schedule the packets in such a
scenario? The table in Fig. 1 shows a feasible scheme for
packet transmission (p1, p2 and p3) in one scheduling round.
p1 and p2 are transmitted cooperatively at first with the
method of ANC, then p3 is forwarded by plain routing.
It takes two transmissions and four time slots. Obviously,
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there are many feasible transmission and scheduling schemes,
which may lead to different packet dropping probabilities.
Our objective is to find a best scheme adaptively to minimize
the number of packets missing their deadlines according to
different network scenarios.

IV. ADAPTIVE PACKET SCHEDULING

AND TRANSMISSION SCHEMES

For the sake of solving the mentioned packet scheduling and
transmission problem, we present three solutions. In the first
subsection, we present the optimization problem mentioned
in Section III more concretely, with an objective function
and its corresponding constraints. Then, the optimal solution
is achieved by exhaustive search based on this formulation.
Due to its high computational complexity as the number of
packets increases, two heuristic methods (i.e. Markov approx-
imation approach and dynamic graph approach) are proposed
to achieve near-optimal solutions with low computational
complexity.

A. Exhaustive Search

In order to obtain the optimum transmission and scheduling
scheme, an ordered set partition C = {C1, C2, . . . , CK } is
leveraged, where 1 ≤ K ≤ N , to represent subsets of N pack-
ets that will be sequentially transmitted during a scheduling
round. The packets transmitted by invoking a certain method
(ANC, CNC, PR, or NR) are included in each subset. Three
properties should be satisfied in the partition, namely: 1) No
subset is empty; 2) C1∩C2∩ . . .∩CK = φ; 3) C1∪C2∪ . . .∪
CK = P . For one subset Ck , k ∈ {1, 2, . . . , K }, the required
transmission time for each possible method can be calculated
according to the formulas in [24], and the transmission time of
all the subsets is expressed by T = {TC1, TC2, . . . , TCK }. With
the objective of minimizing the packet dropping probability,
the set partition C with the optimal transmission sequence and
corresponding transmission methods should be selected.

We then introduce two groups of binary variables: xn,k and
zn,k , where n ∈ {1, 2, . . . , N} and k ∈ {1, 2, . . . , K }. Denote
xn,k = 1 as the packet pn assigned to subset Ck , otherwise
xn,k = 0. If packet pn belongs to subset Ck and misses its
deadline Dn , we define zn,k = 1, and zn,k = 0 otherwise.
Then, the optimization problem can be formulated as:

min
K�

k=1

N�

n=1

zn,k (1)

s.t.
K�

k=1

xn,k = 1 (2)

xn,k ·
k�

i=1

TCi ≤ Dn + η · zn,k (3)

xn,k ·
k�

i=1

TCi > Dn − η(1− zn,k). (4)

With a specific value of K , the the number of packets that
miss their deadlines should be minimized as illustrated in the
objective function (1). Each packet is transmitted once during

one scheduling round, which is constrained in (2). For the
sake of guaranteeing zn,k = 1 when packet pn belongs to
subset Ck and missing its deadline Dn , a constant value η
is denoted in constraints (3) and (4). The transmission time
of each subset TCi (1 ≤ i ≤ k) can be gained based on the
following equation:

TCi =

�
��

��

T C NC
Ci

‖Ci‖ > 2

min{T C NC
Ci

, T ANC
Ci
} ‖Ci‖ = 2

min{T P R
Ci

, T N R
Ci
} ‖Ci‖ = 1,

(5)

where ‖Ci‖ stands for the size of subset Ci . For the subsets
with more than two packets, CNC is the only choice. For the
subsets with two packets, both ANC and CNC can be selected.
Packets in single-packet subsets can be forwarded via either
NR or PR.

To solve this optimization problem, a straight-forward
method is through exhaustive search. In this method, all
partitions of packet set P (the number of partitions is equal
to a Bell number [28]) require to be obtained at first. The
number of subsets in a partition ranges from 1 to N , and
the optimal transmission method of each subset is the one
with the least time consumption. Furthermore, all the possible
transmission sequences of the subsets are checked through for
each partition, to calculate the number of dropped packets.
Finally, the ordered partition with the minimum packet drop-
ping probability is chosen as the optimal packet scheduling
and transmission solution. The complexity of the exhaustive
search based method is O(N N ).

B. Markov Approximation Approach

In the exhaustive search based approach, we solve the
optimization problem by finding all the possible scheduling
and transmission schemes and choosing the best one. However,
this method is time consuming that it is very hard to obtain the
optimum result especially when the number of packets is large.
To make the optimization problem solvable within required
time, in this section, we provide another way, i.e., a Markov
approximation approach to get the near-optimal solution of the
problem.

Markov approximation has been used to solve the Maximum
Weighted Configuration problem [29], [30], such as designing
the CSMA mechanism to achieve the optimal throughput,
selecting path in wireline networks, or solving the chan-
nel assignment problem in wireless LANs. Many practical
and important problems can be formulated in the form of
Maximum Weighted Configuration problem, and so is our
optimization problem in this paper.

Consider the optimization problem described in Section III
with a configuration set F . A configuration F(F ∈ F)
is an N × N array. The element fmn = 1 in the array
means the packet n is transmitted on the mth transmission,
otherwise fmn = 0. A feasible configuration should satisfy� N

m=1 fmn = 1(1 ≤ m, n ≤ N). The transmission method of
each transmission is related to the number of packets in the
transmission. From above we can see that, a configuration F
is a feasible packet scheduling and transmission scheme.
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Apparently the network has different performance on packet
dropping probability when operating under different configu-
rations. We use U(F)(F ∈ F) to denote the number of packets
meeting their deadlines in a scheduling round, according to the
optimization problem we defined in part IV-A, we have:

U(F) = N −
K�

k=1

N�

n=1

zn,k , (6)

where N is the number of packets need to be transmitted in
a scheduling round and zn,k satisfies (2), (3), (4) and (5).
In fact, U(F) is another way to present the optimization
problem. To minimize the packet dropping probability is
actually to maximize the number of packets sent successfully,
when the total number of packets is fixed.

Hence, the optimization problem in part IV-A can be

max
F∈F

U(F). (7)

It can be transformed into the following problem:

max
p>0

�

F∈F
pFU(F) (8)

s.t.
�

F∈F
pF = 1, (9)

where pF is the probability that the configuration F is in use.
Consider U(F) in (8) as the "weight" of a configuration F, the
problem can be taken as a Maximum Weighted Configuration
problem.

Next, we make a Markov approximation to solve the
problem in (8).

1) Log-Sum-Exp Approximation: Markov approximation
first uses a convex log-sum-exp function to approximate the
original max function as

Aaprox(U) = 1

β
log(

�

F∈F
exp(βU(F))), (10)

Aaprox(U) ≈ max
F∈F

U(F), (11)

in which U � [U(F), F ∈ F ] and β is a positive constant.
It is proved in [31] that the approximation holds with a
upper-bound approximation gap of 1

β log |F |. The conjugate
of Aaprox(U) is A∗aprox(U). Because Aaprox(U) is a convex
and closed function, the conjugate function of A∗aprox(U)
is Aaprox(U) [31], i.e., A∗∗aprox(U) = Aaprox(U), where
A∗∗aprox(U) is

max
p>0

�

F∈F
pFU(F)− 1

β

�

F∈F
pF log pF (12)

s.t.
�

F∈F
pF = 1. (13)

In other words, the optimal solution of the problem in (12)
is the same as (10) and close to the optimal solution to (8) with
an additional entropy term 1

β

�
F∈F pF log pF. By solving the

Karush-Kuhn-Tucker (KKT) conditions of problem (12), we
can get the optimal probabilities of different configurations

p∗F(U) = exp(βU(F))
�

F′∈F exp(βU(F′))
∀F ∈ F , (14)

which is the approximate solution of problem (8) and our
original problem (7).

2) Designing Markov Chain: We now get the optimal
solution as (14). Unfortunately, although the number of con-
figurations is limited, it is usually very large, which makes the
computing of (14) difficult. To solve this problem, we design
a Markov chain, whose state space is F ∈ F , and stationary
distribution is p∗F(U). Thus the optimal probabilities of config-
urations stay at the stationary distribution after enough times
of state transition and the network’s performance in packet
dropping probability approaches the best, approximately.1

For any product form p∗F(U) probability distribution
in (14), we can construct at least one continuous-time time-
reversible ergodic Markov chains whose stationary distribution
is p∗F(U) [29]. To construct this continuous-time time-
reversible ergodic Markov chain, we need to obey the fol-
lowing two rules [29]:
• Rule 1: the Markov chain is irreducible, any two states

can reach each other;
Here, to simplify the process of sate transition, we define

two states are adjacent and can reach each other if and only if
there is one packet changing its sequence in the array, i.e., only
one column vector in the array varies. To be more specific, the
constraint of two states being adjacent can be written as

θ(F, F′) = 1. (15)

θ(F, F′′) means the number of elements changing their places
in F′ compared with F. In the following example,

F =
�

	
0 1 0
1 0 0
0 0 1




� F′ =
�

	
1 1 0
0 0 0
0 0 1




� F′′ =
�

	
1 0 0
0 1 0
0 0 1




� ,

(16)

θ(F, F′) = 1, so F and F′ are adjacent states, while F and
F′′ are not, because in F′′ the sequence of both packet p1 and
p2 are changed compared with F, making θ(F, F′′) = 2. For
state F compared with itself, we have θ(F, F) = 0. A state will
only convert to its adjacent state and itself, i.e., θ(F, F) ≤ 1.
The purpose to set more strict restrictions on sate transition is
to decrease computational complexity of the transition rate in
each transition, while at the same time insuring the ergodicity
of the Markov chain.
• Rule 2: the nonnegative transition rate qF,F′ between two

states should meet the detailed balanced equation:

p∗F(U)qF,F′ = p∗F′(U)qF′,F ∀F, F′ ∈ F . (17)

By substitute pF and p∗F with equation (14), we have:

exp(βU(F))qF,F′ = exp(βU(F′))qF′,F. (18)

1The theoretical basis is the the Markov chain convergence theorem which
guarantees that the distribution of an irreducible and aperiodic Markov chain
converges to the stationary distribution π as n →∞, no matter which state
the chain starts in. Nevertheless we have no idea about how large n needs to be
taken before the Markov chain converges. Generally speaking, it is possible to
extract an upper bound of n (for example by using a coupling argument), but
the result is often astronomical magnitude, which have little practical use [29].
In fact, the Markov chain converges much faster but to obtain the proof turns
out to be quite difficulty. In this paper, instead of theoretical analysis, we
obtain the practical needed state transitions by observing the performance of
Markov chain during the state transition process, as in the section V shows.
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Algorithm 1 : Process of Markov Chain Approximation
Approach

1: Set the initial state Fin = diag(1, 1, · · · , 1), set
transtime = 1, and the needed state transfer time is S

2: F = Fin

3: while transtime = S do
4: for all θ(F, F′) ≤ 1 do
5: Compute the transition rate qF,F′
6: end for
7: F∗ = Fad

8: transtime = transtime + 1
9: end while

10: return F∗

As we mentioned above, only adjacent states are reachable
from each other. The transition rate between the non-adjacent
states is zero as:

qF,F′ = 0 ∀ θ(F, F′) > 1. (19)

Obviously, qF,F′ = 0 meets the detailed balanced
equation (18).

When designing the transition rate between adjacent states,
we desire the current state to transfer to a better state in
which more packets meet their deadlines. So the transition rate
must be positively correlated to the difference of the numbers
of packets meeting their deadlines under two configurations.
At the same time, the transition rate should satisfy the detailed
balanced equation (18). The sum of the transition rates that
current state F transfers to all its adjacent states F′ or itself
should make

�
θ(F,F′)≤1 qF,F′ = 1. Thus, a feasible designing

of transition rate for all θ(F, F′) ≤ 1 can be as (20), but not
limited to it:

qF,F′ =
exp( 1

2β(U(F′)−U(F)))
�

θ(F,F′)≤1 exp( 1
2β(U(F′)−U(F)))

. (20)

Particularly, the rate that state F stays at itself, i.e., when
θ(F, F′) = 0 is:

qF,F = 1
�

θ(F,F′)≤1 exp( 1
2β(U(F′)−U(F)))

. (21)

It is easy to see that this transition rate meets the detailed
balanced equation, and encourages the system to transfer to
a better configuration. The process of Markov chain approxi-
mation approach is shown in Algorithm 1.

C. Dynamic Graph Approach

Markov approximation approach can obtain the schemes
that are very close to the optimum results, when the number
of state transitions is large enough. As the amount of the
states, i.e., the possible scheduling and transmission schemes,
increases rapidly with the number of packets, we can demon-
strate that the corresponding complexity is still very high.
Therefore, we proceed seeking a method with less compu-
tational complexity. In this section, we introduce the dynamic
graph based approach and solve the problem by constructing

a graph for the selection of appropriate packet(s) of each
transmission.

Following the optimal solutions obtained through exhaustive
search under various channel conditions, the following facts
can be observed:
• Observation 1: Among all the optimal ordered set

partitions, the chance that more than two packets are
cooperatively transmitted via CNC is rare.
• Observation 2: In PNC-based optimal ordered set par-

titions, once a packet in one subset misses its deadline, the
packet(s) in its subsequent subset(s) will also miss its/their
deadline(s), if any.

Then, based on the above observations, three rules on packet
scheduling and transmission are defined by us:
• Rule 3: The number of packets within one subset is no

more than two.
• Rule 4: All the packet(s) in any scheduled subset should

be transmitted successfully.
• Rule 5: The transmission of one subset may cause some

other packets miss their deadlines. Therefore, in this paper,
the efficiency of one-subset transmission is regarded as the
difference between the number of packets in the subset and
the number of dropped packets caused by this transmission.
The subset with the highest transmission efficiency should be
scheduled with the highest priority.

With the objective of employing these rules to guide packet
scheduling and transmission, a dynamic graph G(V , E, W ) is
constructed, where V is a set of vertices indicating packets
that are waiting for transmission before their deadlines, E is
a set of edges expressing possible subsets, and W is a set
of weights of edges. If ANC or CNC is possible to be
conducted with any two packets, an edge exists between
their corresponding vertices. Therefore, for edge ei, j ∈ E ,
if i = j , the corresponding packet represented by νi ∈ V is
from a single-packet subset to be forwarded by PR or NR;
If i = j , the corresponding two packets are within a subset to
be transmitted by ANC or CNC. Based on Rule 3, the weight
of edge ei, j corresponds to the transmission efficiency of the
subset including packets represented by νi and ν j , as follows:

ωi, j = Ui, j − Ai, j , (22)

where Ui, j is the number of packets in the subset, and Ai, j

is the number of the packets to be dropped if the subset
associated to ei, j is scheduled in the next transmission round.
The edge with the maximum weight in the graph is always
selected and the corresponding subset in the next transmission
would be scheduled. If there exist two or more than two edges
with the maximum weight, the subset with the earliest deadline
would be scheduled primarily. If there happens to be more
than one edge with both the maximum weight and the earliest
deadline, the subset with the shortest transmission time has
higher scheduling priority.

The graph would be updated if one subset of packet(s)
is transmitted during each time slot. The vertices and edges
associate with both the transmitted packets and the dropped
packets because the constraints of their deadlines are deleted.
Furthermore, if the remaining time is not long enough for
completing their transmissions before some waiting packets’
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Fig. 2. Example of graph updating process in heuristic strategy for 6 packets. (a) Initial minimum transmission time of all the possible subsets. (b) Initial
graph before the first one-subset transmission. (c) First updated minimum transmission time of all the possible subsets. (d) First updated graph before the
second one-subset transmission.

deadlines, the packets would be removed from the queue
and the associated vertices and edges are deleted correspond-
ingly no matter which transmission method is employed. The
weights of the residual edges are recomputed according to the
time left for each packet.

Fig. 2 illustrates the graph updating process, where 6 pack-
ets intend to be scheduled during one scheduling round,
and their deadlines are D = {D1, D2, . . . , D6}, respectively.
The minimum transmission time of all the possible subsets
would be calculated at first, i.e. Ti, j = min{T P R

pi
, T N R

pi
}

when i = j , and Ti, j = min{T ANC
pi ,p j

, T C NC
pi ,p j
} when i = j ,

i, j ∈ {1, 2, . . . , 6}. As shown in Fig. 2(a), the under-
lined numbers indicate that their corresponding transmissions
are infeasible, and the ones without underlines are feasible.
If Ti, j > (Ti,i + Tj, j ) (i = j ), the corresponding transmission
of two packets separately by PR or NR consumes less time
than forwarding them cooperatively via ANC or CNC, the
transmission associated with Ti, j is infeasible. Let t denote
the accumulative transmission time, which is set to 0 initially.
If t+Ti, j > min{Di , D j } (i and j may be the same), the pack-
ets in the subset would miss their deadlines no matter which
transmission method is leveraged. These values of Ti, j are also
illustrated with underlines in Fig. 2(a). An initial graph based
on feasible transmissions would be constructed after neglecting
the infeasible transmissions demonstrated with underlines in
Fig. 2(a). The constructed graph is shown in Fig. 2(b), and
the weight of each edge is computed based on equation (22).
It can be seen that e1,1 and e3,5 have the same maximum
weight 0, while D1 < min{D3, D5}. Therefore, a single-packet
subset associated to e1,1 is scheduled for transmission, t is
updated by setting T1,1 = 0.0973 simultaneously, and the
value T1,1 is underlined in Fig. 2(c). After this round, the
packet transmissions in the subsets associated to e6,6 and e3,5
become infeasible due to t + T6,6 > D6, t + T3,5 > D5.
Therefore, the values T6,6 and T3,5 are also underlined in
Fig. 2(c). After that, we remove ν1, ν6, e1,1, e6,6 and e3,5 from
the initial graph, and recalculate the weights of residual edges,
which is demonstrated in Fig. 2(d). Then, the subset with
the maximum transmission efficiency ω5,5 is scheduled based
on the new constructed graph. The updating and scheduling
process are repeated until no vertex exists. The whole process
of the graph based near-optimal method is demonstrated in
Algorithm 2.

Algorithm 2 : Process of Dynamic Graph Approach
1: Construct a complete graph G(V , E, W ), the V =
{ν1, ν2, . . . , νN } corresponds to a set of packets P =
{p1, p2, . . . , pN }

2: Define an empty partition C
3: Define a variable t = 0 to record current cumulative

transmission time
4: Calculate minimum transmission time of all the possible

subsets: Ti, j , i ≤ j , i, j ∈ {1, 2, . . . , N}
5: Delete those edges having Ti, j > (Ti,i + Tj, j ) when i = j
6: while V = φ do
7: for all νi ∈ V do
8: Delete vertex νi if (t + Ti,i ) > Di

9: end for
10: for all ei, j ∈ E do
11: Delete edge ei, j if (t + Ti, j ) > min{Di , D j }
12: end for
13: for all ei, j ∈ E do
14: ωi, j ← Ui, j − Ai, j

15: end for
16: Choose the edge with maximum transmission efficiency,

denoted by ωi∗, j∗ , from W
17: t ← t + Ti∗, j∗
18: Add the subset associated to ei∗, j∗ into C
19: Delete vertices νi∗ and ν j∗ and the edges that connect to

these two nodes
20: W ← φ
21: end while
22: return C

The efficiency maximization of one-subset transmission is
the main focus of our heuristic strategy, where all the possible
single-packet and two-packet subsets are considered during
each transmission to make the best scheduling choice. The
complexity of this heuristic strategy is O(N4), thus it is
polynomial.

V. SIMULATION RESULTS

We evaluate the performance of the two proposed adaptive
packet scheduling and transmission schemes via simulations.
We assume that one relay node is placed in the center of a
region which covers 500× 500 m2 square, and 50 end nodes
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Fig. 6. Average packet dropping probability vs. max. transmission power.

In Fig. 6, we fix the number of packets to 6, and vary the
maximum transmission power from 0 dBm to 15 dBm. The
results show that the two heuristic methods perform well under
different maximum transmission powers. We also find that
five schemes have similar performance when the transmission
power is high. This is because when the transmission power
is large enough, packets can be successfully delivered via NR,
the advantage of network coding is overshadowed.

Then, we compare the number of dropped packets of
two heuristic methods in a fixed topology with time varying
channels. We run 20 scheduling rounds, in each scheduling
round N packets from different source nodes with random
deadlines are scheduled. In each scheduling round the channel
conditions vary a little (random changes on multipath phase
and amplitude with upper bound of 10% based on the con-
ditions in the last scheduling round). To ensure that the two
methods conduct about the same times of calculation, we set
the number of state transitions to N2 in the Markov approxi-
mation approach in each scheduling round, considering the the
complexity of two strategy is O(N4) and O(N2) respectively.
We also consider three scenarios with different numbers of
packets transmitted in a scheduling round. The number of
dropped packets in two methods are shown in Fig. 7. We can
see that when the number of packets is 5, two methods perform
the same. When the packets grows, the Markov approximation
approach becomes worse than the dynamic graph approach
because of its slow convergence. The simulation results indi-
cate that the Markov approximation approach doesn’t work
well under time varying channel conditions when the number
of packets is large.

The numbers of execution times of CNC and ANC in
different transmission schemes are compared in Figs. 8 and 9,
where the number of packets varies in the former and the
maximum transmission power changes in the latter. It can
be observed in Fig. 8 that as the number of packets for
transmission increases, the numbers of execution times of
CNC and ANC in different schemes grow also. We note that
for the optimal method without ANC, the execution time of
CNC is more than that in the optimal method. This is obvious

Fig. 7. Dropped packet number vs. scheduling round.

Fig. 8. Dropped packet number vs. packet number.

Fig. 9. Dropped packet number vs. packet number.

since ANC can reduce transmission slot further comparing
with CNC, so that some opportunity can be leveraged for
ANC transmission in the optimal method. Because the number
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Fig. 10. Dropped packet number vs. packet number.

of CNC-coded packets is limited to 2 under dynamic graph
model, the gap of execution times between ANC and CNC
differs greatly, and this situation aggravates as the number
of transmission packet increases. The reason behind is that
packet number larger than three would be divided into different
groups, which is another reason that causes the performances
gap between sub-optimal and the optimal methods.

The relationship between execution times of CNC together
with ANC and node maximum transmission power is illus-
trated in Fig. 9, where the packet number is set to 6.
It is interesting to find that as the increase of the maximum
transmission power, the execution time of CNC increases
constantly, while the execution time of ANC enhances at
first and then decreases. This is because when the maximum
transmission power is leveraged for transmission, compared
with ANC, the optimal transmission scheme prefers employing
CNC to encode more than three packets during one transmis-
sion slot for time saving. For the reduction of ANC execution
times in dynamic graph based scheme, the reason is this
method is more inclined to adopt NR for packet transmission.

The simulation time of Markov chain based and graph
based schemes is shown in Fig. 10. We notice that the gap
of simulation time between these two methods is broadly
apparent, and this gap enlarges as the number of packets
increases. This is because on one hand, the number of state
transfer increases sharply in Markov chain based approxima-
tion method. On the other hand, since the dynamic graph
based scheme only schedules the packet to the destination node
within the deadline during each update of the graph, the actual
computational complexity is far from O(N4).

To sum up, the Markov chain based approximation approach
is not so complex. With enough state transitions, it can always
get a better perform than the dynamic graph based approach
if the channel conditions are static or change very slowly.
Dynamic graph based approach doesn’t need iterations, and it
is a better choice under the fast changing channel conditions.

We have also conducted some preliminary experimental
research on the practical deployment of the WMSN, and now
the network contains 10 wireless nodes equipped with Field
Programmable Gate Array (FPGA). The theoretical value of

CNC can be reached, and the corresponding value of PNC can
be effectively approached. It is noted that under the current
circumstance, network size cannot be large in the realistic
network circumstance. The reasons are from two aspects. First,
the synchronization of PNC-based transmission is difficult for
implementation. Second, the hardware cost is rather high by
equipping with FPGA.

VI. CONCLUSIONS

Since the volume and characteristics of multimedia data
have distinct characters compared with the traditional gen-
erated data in WSNs, the corresponding features desire to
be investigated. In this paper, we have focused on packet
scheduling and transmission with deadline constraints in multi-
rate WMSNs by jointly combining ANC, CNC, PR, and NR.
We first formulate this problem to an optimized method,
by which we could select the optimal transmission method
via exhaustive search. Since the computational complexity
of the formulated optimization problem is high, a Markov
chain based approximation approach has been presented by
transferring the optimization problem to the form of the
maximum weighted configuration problem. With the objective
of reducing computational complexity further, the dynamic
graph based method has been proposed to solve the formu-
lated problem through graph construction. Simulation results
demonstrate that the adaptive packet scheduling and transmis-
sion methods can reduce average packet dropping probability
and simulation time, by which the QoS indexes of individuals
can be improved. Besides, the proposed heuristic strategies
can approach the optimal network performance effectively
with low computational complexity, which can be utilized for
different network scenarios effectively.

For the future work, we plan to overcome the implemen-
tation problems from two aspects. In order to synchronize
transmissions in PNC, one possible solution is to move the
scheduling of PNC-based transmission from time domain
to frequency domain. Another aspect is to design coarse
synchronization strategy and consider the effect of network
performance brought by the node buffer.
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