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Abstract—In the new era of integrated computing with intelligent devices and system, moving aerial targets can be tracked flexibly. The estimation performance of traditional matched filter-based methods would deteriorate dramatically for multiple targets tracking, since the weak target is masked by the strong target or the strong sidelobes. In order to solve the problems mentioned above, this paper aims at developing a joint range-Doppler-angle estimation solution for an intelligent tracking system with a commercial frequency modulation radio station (noncooperative illuminator of opportunity) and a uniform linear array. First, a gridless sparse method is proposed for simultaneous angle-range-Doppler estimation with atomic norm minimization. Based on the integrated computing, multiple workstations or servers of the data process center in the intelligent tracking system can cooperate with each other to accelerate the data process. Then a suboptimal method, which estimates three parameters in a sequential way, is proposed based on grid sparse method. The range-Doppler of each target is iteratively estimated by exploiting the joint sparsity in multiple surveillance antennas. A simple beamforming method is used to estimate the angles in turn by exploiting the angle information in the joint sparse coefficients. Simulation result and real test show that the proposed solution can effectively detect weak targets in an iterative manner.

Index Terms—Atomic norm, compressed sensing, intelligent computing, Internet of Things (IoT), optimization, target tracking.

I. INTRODUCTION

DRIVEN by the proliferation of more sophisticated smart-phone and wireless communication techniques, the scale of Internet of Things (IoT) devices will continue to grow at an exponential pace [1]. Integrated computing provides a promising solution to the industry for building the IoT systems based on cloud and fog computing [2], [3]. Intelligent devices and intelligent systems are two major components in the new era of integrated computing [4]. Radar systems which are one kind of intelligent systems [5], are useful tools for detecting valuable information from environment, and there have been various applications in military and industry [6]–[8]. In the data process center of the radar system, tremendous data is needed to be processed in real time. It is not possible for single workstation or server process the whole data, thus various workstations or servers are needed to cooperate with each other. Integrated computing is a promising way to solve this problem. Many devices of data process center are connected in an intelligent way based on an identical software platform and its associated physical system of integrated computing. The efficiency of the data process center can be improved dramatically.

Passive bistatic radar (PBR) system is known as a variant of traditional radar systems that can date back to more than decades ago [9]. A PBR system has some benefits that an active radar does not have. First, a PBR system can exploit “noncooperative illuminators of opportunity” as their sources of radar transmission and do not need a dedicated transmitter. Therefore, it has low cost and can be covert, and becomes attractive for a broad range of applications. Second, the PBR system has the ability to operating in a wide frequency band without interference with existing wireless systems. Typical illuminators of opportunity includes television [10] and radio broadcast stations [11], cellphone base stations [12], digital video broadcast [13], etc. Finally, The bistatic or multistatic configuration enables it to obtain spatial diversity to improve the target detection and classification performance [14], [15].

A typical PBR system exploits a single noncooperative illuminators of opportunity, referred as a transmitter antenna. The reference antenna is steered toward the transmitter to collect a direct path signal (i.e., reference signal), while a surveillance antenna is used to measure a potential target echo (surveillance signal) [6], [7], [11]. The reference signal is crucial since it can be used to eliminate interference echoes in surveillance signal, e.g., direct signals, clutters, and multipath signals [11]. Then the potential targets can be detected by conducting delay-Doppler cross-correlation operation (matched filter) between reference and surveillance signals [6], [11]. However, the detected performance would be degraded significantly since the reference signal is contaminated with inevitable noise. In [16], several new signal detectors have been proposed by exploiting the noisy nature of reference signal. The performance of the matched filter detector with the noisy reference signal has been analyzed in [17]. Other state-of-the-art approaches are to exploit the passive multi-input multioutput (MIMO) radar network to improve target detection and estimation performance [15]. The interplay between
the noise in different receivers has been extensively studied in [15]. The correlations of reference and surveillance signals across receivers are used to extract valuable information from multiple receivers [15], [18].

However, some issues still exist in the works mentioned above. First, the multipath signals or clutters in reference signal are not always paid enough attention. The detect performance would be degraded without considering strong multipath propagations or clutters and this problem is even worse in the approaches based on matched filter [11]. However, there are few literatures about the cancellation of multipath signals or clutters in the reference signal. In order to remove their effect, the structure of general side-lobe canceller [19] is proposed to realize the adaptive beamforming in the reference channel [20] by an adaptive antenna array, e.g., uniform circular array.

It is often assumed that the surveillance antenna only receives the target echo without the direct path from the transmitter. In particular, the strength of direct-path may much stronger than that of target echo, an empirical value pointed in [20] is about 70 dB. The directional antennas can be used to mitigate this dilemma. However, this direct path interference may still exist in the surveillance signal. Then a beamforming method has been used for direct path interference suppression by setting null toward the direction-of-arrivals (DOAs) of direct path and multipath signals or clutters based on a uniform circular array [20]. In [21], the reference antenna is replaced by a uniform linear array (ULA), and the constant modulus algorithm approach has been used by synthesising an equivalent pattern in which zeros are set at given DOAs corresponding to the multipath signals. However, the mitigation is limited by the array aperture which dictates the null depth. Then the direct path is considered in the surveillance signal, and the range-Doppler have been estimated based on expectation-maximization principle [22]. In addition, the angles of targets are the parameters of interest as well. So far, the methods mentioned above cannot estimate angle-range-Doppler jointly in passive sensing system, e.g., PBR, passive multistatic radar, and passive MIMO radar network systems.

The recently developed compressed sensing theory and methods can achieve acquisition of information in a huge volume of data only with a small number of measurement samples [23], [24]. Despite the tremendous benefits of compressed sensing on DOA estimation, many literatures have focused on parameter discretization with a compact dictionary based on grid sparse methods [25]. However, the DOAs are specified in a continuous domain and the estimation is approximately achieved in a discrete domain spanned by a finite set of grid points. Thus the grid sparse method suffers from basis mismatch problem [26], i.e., the true parameters do not fall onto the finite grid, which leads to inaccurate DOA estimation. Instead the gridless sparse method has been proposed with atomic norm minimization for continuous compressed sensing (CCS) [27]–[29], which completely solve the basis mismatch problem [28]. For DOA estimation with CCS, a novel (nonconvex) sparse metric is proposed that promotes sparsity to a greater extent than the atomic norm [30]. The estimation performances of state-of-the-art compressed sensing methods are much better than the traditional subspace methods. However, the computational complexity of these methods is much larger than that of the subspace-based methods. Since the objective of the intelligent tracking system is to track the targets in real time, the computational intensive methods such as the compressed sensing-based methods cannot be used.

In this paper, we make the following contributions.

1) A simultaneous angle-range-Doppler estimation algorithm is proposed with atomic norm minimization where the direct path is known as a prior, since angle-range-Doppler parameters of targets are sparse in frequency domain via 3-D discrete Fourier transform. Due to the tremendous dimension of sensing matrix, this method is almost impossible to implement in practical scenario because of the limitation of hardware resource. However, based on the integrated computing, multiple workstations or servers of the data process center can cooperate with each other, this method can be implement in the real system in the future.

2) The joint sparsity in multiple channels are exploited when the direct path is known. The range-Doppler of each target is estimated iteratively using the joint sparse counterpart of multiple orthogonal matching pursuit (M-OMP) [31], [32]. The angle information is contained in the coefficients of the joint sparse recovery problem that has been solved in range-Doppler estimation. As a result, a simple beamforming method can be adopted to estimate this parameter in turn.

3) The subspace methods, which have much lower computational complexity compared with the grid sparse and gridless sparse method proposed recently [30], are adopted for DOA estimation of direct path when the direct path is unknown. Then the direct path can be estimated by using a least squares method given the array data. Finally, numerical simulations and real test are carried out to verify the effectiveness of the proposed algorithms.

Some important notations used in this paper are summarized in Table I. The rest of this paper is organized as follows. The system architecture and signal model are elaborated in Section II. The disturbance cancellation and matched filter technique is reviewed in Section III. The angle-range-Doppler estimation algorithms based on compressed sensing are proposed in Section IV. The simulation results and real test are shown in Section V. The conclusions are drawn in Section VI.

II. PROBLEM STATEMENT

As depicted in Fig. 1, an intelligent tracking system exploits a single noncooperative illuminator of opportunity, referred as a transmitter antenna. When a target is presented in the surveillance space of interest, it reflects the transmitted signal that contains information of itself. Thus, a surveillance array can be implemented to acquire the reflected target echo for processing to infer the target information. Furthermore, while the
surveillance array acquires the target echo, it will inevitably receive signals from other sources such as the direct path from the transmitter antenna as well as multipath and clutter echoes from ground and surrounding buildings. The received data can be processed in the data process center, and the integrating computing provide an identical platform with various devices.

Remark 1: The radar system used throughout this paper is slightly different from the one presented in [11] and a frequency modulation radio station is used as the transmitter antenna. Instead of using a single surveillance antenna, we implement an antenna array consisting of multiple surveillance antennas. It follows from the knowledge of array processing that the direct signal can be estimated by beamforming (i.e., by steering the outputs of the antenna array toward the direction of the transmitter antenna). Therefore, the estimate of the direct signal does play the role of a virtual reference antenna, instead of physical implementation of an additional reference antenna. Note that our system model is notably different from those in prior delay-Doppler estimation works [34] and angle-Doppler-range estimation works for MIMO radar [35]–[37].

In the remaining of this section, the problem formulation of the PBR system is stated at first, then the basic concept about grid sparse and gridless sparse models are given.

### A. Observation Model

Given a direct signal $d(t)$, a complex envelope of the total signal in the surveillance antenna is given by

$$s(t) = d(t) + \sum_{i=1}^{N_C} c_i d(t - \tau_{ci}) + \sum_{m=1}^{N_T} a_m d(t - \tau_m) e^{j2\pi f_{Dm} t} + n(t).$$  

$0 \leq t < T_0$, where $d(t)$ is the direct signal, $\tau_{ci}$ denotes the delay (with respect to the direct signal) of the $i$th ground scatterer, $c_i$ is the complex amplitude, and $N_C$ is the total number of such scatterers. The third term on the right-hand side denotes the target echoes and $a_m$, $\tau_m$, and $f_{Dm}$ denote the complex amplitude, the delay (with respect to the direct signal), and the Doppler frequency of the $m$th target, respectively. $N_T$ is the number of targets, and $n(t)$ denotes the thermal noise. The relative bistatic range between a backscattered echo and the direct signal is $\Delta R_{bis} = R_{bis} - B = c \tau$, where $R_{bis}$ is the distance that the echo travels, $B$ is the baseline, i.e., the distance between the transmitter and the receiver, and $c$ is the speed of light.

Consider the case that multiple antennas forms an antenna array. The transmitted frequency modulation signal is narrowband, and the distance from the array to the targets is much greater than the array aperture in practice. It follows from [39] and [40] that, for every target echo (as well as the direct signal), the time delay between adjacent surveillance antennas can be expressed as a phase shift. Thus, when the surveillance antennas form the ULA with adjacent antennas spaced by $\delta_A$, the signal received by the $i$th antenna can be written as

$$s(t, l) = d(t) e^{j2\pi f_{TAm} l} + \sum_{i=1}^{N_C} c_i d(t - \tau_{ci}) e^{j2\pi f_{CAi} l} + \sum_{m=1}^{N_T} a_m d(t - \tau_m) e^{j2\pi f_{Dm} t} + n(t), \quad 0 \leq t < T_0; 0 \leq l < L_A$$

where $s(t, l)$ denotes the signal received by the $i$th antenna at time $t$, $d(t)$ is the direct path, and $n(t, l)$ is the measurement noise. $f_{DA} = (\delta_A / \lambda) \cos \theta_{DA}$, $f_{CAi} = (\delta_A / \lambda) \cos \theta_{CAi}$, and $f_{Dm} = (\delta_A / \lambda) \cos \theta_{Dm}$ denote the angle frequency of the direct path, the $i$th clutter and the $m$th target, respectively, where $\theta_{DA}$, $\theta_{CAi}$, and $\theta_{Dm}$ denote the angles of the direct path, the $i$th clutter and the $m$th target, respectively, and $\lambda$ is the speed of light.
wavelength. \( \tau_{\text{CI}} \) and \( \tau_{\text{m}} \) are the bistatic delay of the \( \i \)th clutter and the \( \text{m} \)th target, respectively, \( f_{fTDm} \) is the Doppler frequency of the \( \text{m} \)th target. Given \( s(t, \i) \), the goal is to estimate the target parameters \( \tau_{\text{m}}, f_{fTDm}, \) and \( f_{fTDm} \).

### B. Parameter Estimation Based on Grid-Based Model

A signal \( x \in \mathbb{C}^{N} \) is called \( K \)-sparse if all but at most a number of \( K \ll N \) entries are zero. In the PBR system, the number of targets is usually limited thus yielding sparsity. Rather than observing directly the original sparse signal \( x \), a number of \( M, K < M \ll N \), linear measurements are acquired in compressed sensing as

\[
y = Ax
\]

where \( y \in \mathbb{C}^{M} \) is the measurement vector and \( A \in \mathbb{C}^{M \times N} \) denotes the dictionary. By accounting for the signal sparsity, naturally, we want to find the sparsest solution by solving the combinatorial optimization problem

\[
\min \| x \|_0, \quad \text{subject to} \quad y = Ax
\]

where \( \| x \|_0 \) denotes the pseudo \( l_0 \) norm which counts the number of nonzero entries of \( x \). When some measurement vectors share the same support, we would recover a joint-sparse signal from multiple measurement vectors. Using (3), we can write

\[
Y := [y(1), \ldots, y(\kappa)] = AX
\]

where \( X := [x(1), \ldots, x(\kappa)] \) is a sparse matrix, and only \( K \) rows are nonzero. Such a matrix is called jointly \( K \)-sparse. Thus the multiple measurement vectors problem is often solved by solving

\[
\min \| X \|_{g,h}, \quad \text{subject to} \quad Y = AX
\]

for some integers \( g \) and \( h \), where \( \| X \|_{g,h} \) is defined as

\[
\| X \|_{g,h} = \left( \sum_{j=1}^{N} \left( \sum_{i=1}^{\kappa} |X[j, i]|^g \right)^{h/g} \right)^{1/h}.
\]

In this paper, \( g = 2 \) and \( h = 0 \) are used. Since the dictionary is a finite set of grid points, we can recover a joint sparse \( X \) from \( Y \) using grid sparse-based methods.

### III. DISTURBANCE CANCELLATION AND TARGET LOCALIZATION

According to the well known bistatic radar equation (see [38]), direct signal and clutter are much stronger than target echoes. Therefore, disturbance cancellation is the first and a very important task in PBR signal processing. So far several cancellation techniques have been proposed in [41]–[43]. We revisit the extensive cancellation algorithm in [43] by using a least squares approach. In the algorithm, a dictionary/matrix \( D \) is constructed, where each atom/column is a delayed or Doppler shifted version of the direct signal that corresponds to one potential source of disturbance. It follows that the range space of \( D \) defines the space of disturbance. Given a surveillance signal \( s(t) \), disturbance cancellation is thus obtained by projecting it onto the orthogonal subspace of the range space of \( D \). The projection is regraded as the target echoes (subject to noise). Therefore, the main task of the algorithm is to select the locations of the potential sources of disturbance. Based on the aforementioned modeling of the multipath and clutter, the first several range bins with zero (or very small) Doppler can be selected to form \( D \) and the same procedure can be achieved for all the surveillance antennas to cancel out the disturbance.

After disturbance cancellation, the remaining task is target detection and localization. A common approach is matched filter that evaluates the cross-correlation function (CCF) between the obtained target echoes and the reference signal. Consider range-Doppler estimation as an example, the delay-Doppler CCF is defined as

\[
\xi(\tau, fD) = \int_{0}^{T_0} s_T(t) \cdot s_{\text{ref}}^*(t) \cdot e^{-j2\pi f_D t} dt
\]

where \( s_T(t) \) denotes the target echoes. If \( s_T(t) \) contains only a single target echo with parameters \( (\tau, f_D) \), then the CCF achieves the maximum at \( (\tau, f_D) \). But if \( s_T(t) \) consists of several target echoes, then weak targets can be masked by side lobes of strong targets due to the aforementioned self-ambiguity of frequency modulation signal. Moreover, if some strong disturbance has not been canceled out and remains in \( s_T(t) \), then targets of interest can be masked by the side lobes of disturbance.

### IV. ANGLER-RANGE-DOPPLER ESTIMATION BY EXPLOITING SIGNAL SPARSITY

In this section, we discuss the feasibility for gridless sparse method for simultaneous angular-range-Doppler estimation in PBR system, since it can overcome the basis mismatch problem which leads to high estimation accuracy compared with the grid sparse method. However, due to the tremendous computational complexity of the gridless sparse method in this 3-D sparse recovery case, we present a grid sparse method for angular-range-Doppler estimation in PBR exploiting signal sparsity in the following.

#### A. Gridless Sparse Method for Simultaneous Angle-Range-Doppler Estimation

With the disturbance cancellation, we can do cancellation for each antenna and retrieve the target echoes given by

\[
s(t, \i) = \sum_{m=1}^{N_T} a_m d(t - \tau_m) e^{j2\pi f_{fTDm} t} e^{j2\pi f_{fTDm} l} + n(t), \quad 0 \leq t < T_0; 0 \leq l < L_A.
\]

Based on the discrete Fourier transform, the delay of direct path \( d(t - \tau_m) \) can be written as

\[
d(p - \tau_m) = \frac{1}{L} \sum_{k=-N}^{N} e^{j2\pi \frac{p}{L} \ell} D_k e^{-j2\pi k\tau_m}.
\]
Then (9) can be reformulated as

\[ s(p, l) = \frac{1}{L} \sum_{k=-N}^{N} e^{2\pi i k p} \hat{D}_k \sum_{m=1}^{N_T} a_m e^{-i2\pi(k\tau_m + p fDm + l fAm)} + n(p), \quad p = -N_p, \ldots, N_p; \quad l = -N_A, \ldots, N_A \]  

(11)

where the snapshot number is \( L_T = 2N_p + 1 \) and the number of antennas is \( N_A = 2N_A + 1 \). We can rewrite (11) in matrix form as

\[ y = \Phi z, \quad z = \sum_{m=1}^{N_T} a_m \tau_{m, fDm, fAm} \]  

(12)

where

\[ b_{k, p, l}(\tau_{m, fDm, fAm}) = e^{-i2\pi(k\tau_m + p fDm + l fAm)}. \]  

(13)

In fact, \( b_{k, p, l}(\tau_{m, fDm, fAm}) \) can be regarded as a third order sparse tensor, since only a few points in the cube are nonzero based on the inverse 3-D discrete Fourier transform. \( \Phi \) is an \( L_T L_A \times L_T^2 L_A \) matrix which can be expressed as

\[ \Phi(k, l)_{(k', p', l')} = \begin{cases} 
\frac{1}{L_T} e^{2\pi i k' \tau} \hat{D}_{k'}, & \text{if } k' + k = 0 \\
0, & \text{otherwise}
\end{cases} \]  

(14)

The detail on the derivation of \( \Phi \) can be found in the Appendix.

The atomic norm is a more general version of \( L_1 \) norm and the nuclear norm of matrices, and it was first introduced in [27]. Let \( A \) be a compact set, which collects all the atoms. The convex null, \( \text{conv}(A) \), is centrally symmetric, and the origin is contained as an interior point [30]. Then the atomic norm is the gauge function of \( \text{conv}(A) \)

\[ \|y\|_A = \inf \left\{ \sum_k c_k : y = \sum_k c_k a_k, c_k \geq 0, a_k \in A \right\}. \]  

(15)

According to the definition of atomic norm in [28], we can estimate angular-range-Doppler simultaneously by using the atomic norm minimization

\[ \min_{z} \|z\|_A, \quad \text{subject to } y = \Phi z. \]  

(16)

This paper is similar with the related work about MIMO radar [44]. The proposed algorithm and the algorithm in [44] can completely resolve the grid mismatch problem of existing compressed sensing method based on the continuous parameter estimation. The theoretical performance can be guaranteed to reveal how many targets can be estimated and what is the achievable resolution [44]. However, it should be noted that the computation of estimation is quite expensive due to the huge sensing matrix \( \Phi \). In fact, its dimension is \( L_T L_A \times L_T^2 L_A \) and we need 1 s of data when we do CCF [38]. The sampling frequency is 400 kHz, the snapshot number \( L_T \) is equal to \( 4 \times 10^5 \). Assume that the number of antennas \( L_A \) is 8. Then the dimension of \( \Phi \) is \( (3.2 \times 10^6) \times (1.28 \times 10^{15}) \). This atomic norm minimization problem of (16) cannot be solved in practice. However, based on the integrated computing, multiple workstations or servers of the data process center can cooperate with each other, this method can be implement in the real system in the future. Thus grid sparse method has to be taken into consideration.

### B. Grid Sparse Method for Angle-Range-Doppler Estimation With Known Direct Path

Given a direct path \( d(t) \) with the cancellation, target echoes can be rewritten as

\[ Y = \sum_{m=1}^{N_T} x_m a(\theta_m) \]  

(17)

where \( a(\theta_m) \) is a function of \( \theta_m \in \mathcal{D} \subset \mathbb{R}^p \) of interest. Given the \( L_A \times L_T \) data matrix \( Y \), the goal is to estimate the parameters \( \theta_m, \ m = 1, \ldots, N_T \). To do this, we form a grid \( \{\theta_m, \bar{m} = 1, \ldots, N_A \} \) in the parameter domain \( \mathcal{D} \). Assume that \( \{\theta_m\} \) lie on (practically, close to) this grid. The data model (17) can be written as the following linear system of equations:

\[ Y = \sum_{m=1}^{N_T} x_m a(\bar{\theta}_m) = AX \]  

(18)

where \( A \) is composed of the atoms \( a(\bar{\theta}_m) \), and the parameters \( \theta_m \) of interest are encoded in the support of the matrix \( X \) with sparse rows. If \( X \) can be solved given \( Y \), then the parameters can be estimated. Therefore, the sparse parameter estimation problem in (17) can be converted to a multiple measurement vector optimization in compressed sensing as follows:

\[ \min_{X} \|X\|_{2,0} \]  

subject to \( Y = A(\bar{\tau}_{m1}, \bar{f}_{m2})X \).  

(19)

In the first stage of the algorithm, the range-Doppler of the target is estimated. We have \( L_A \) antennas that share the same range-Doppler information. The joint sparsity can be imposed in the \( L_A \) channels and the range-Doppler can be estimated by using the joint sparse M-OMP [31], [32]. The entire algorithm procedure can be summarized in Algorithm 1, in which \( a_{\bar{m}} \) stands for \( a(\bar{\theta}_{\bar{m}}) \).

![Algorithm 1 M-OMP](image)

Input: residual \( R_0 = Y \) and subset \( Z_0 = \emptyset \).

Output: the support of \( X \).

At the \( v \)th iteration:

a. match: choose the atom \( a_{\bar{m}} \) which satisfies \( a_{\bar{m}} = \arg\max_{a_{\bar{m}}} \|z_{\bar{m}}\|_1 \), where \( z_{\bar{m}} = R_{v-1}^T a_{\bar{m}} \).

b. identify: let \( Z_v = [Z_{v-1}, a_{\bar{m}}] \).

c. update: \( X^* = \arg\min_{X} \|z_{X} X - Y\|_F^2 \), \( w_v = Z_v X^* \).

Set \( R_v = Y - w_v \).

Choose the atom in the dictionary, and then calculate the atomic norm in [28], we can estimate angular-range-Doppler simultaneously by using the atomic norm minimization

\[ \min_{z} \|z\|_A, \quad \text{subject to } y = \Phi z. \]  

(16)
In order to estimate the delay-Doppler (range-Doppler), a grid \( \{ (\tilde{\tau}_{m_1}, \tilde{f}_{m_2}) \} \) is formed in the delay-Doppler plane of interest. For each grid cell \( (\tilde{\tau}_{m_1}, \tilde{f}_{m_2}) \), an atom \( a_{m_1, m_2}(t) \) is obtained by \( a_{m_1, m_2}(t) = d(t - \tilde{\tau}_{m_1}) e^{j2\pi \tilde{f}_{m_2}t} \). As a result, the range-Doppler estimation problem can be modeled as a sparse recovery problem. Being different from the standard sparse recovery, a subset of the supports of a sparse signal is known or approximately known. For example, the atom at \((\tau, f) = (0, 0)\) actually refers to the direct signal and thus it should be included in the support of the sparse signal. Recall the disturbance cancellation in the previous section. The first range cells/bins are potential sources of ground echoes and also can be included in the support. Therefore, we have partially known support in the sparse recovery problem that can be taken into account.

Then M-OMP can be applied to solve the sparse recovery problem. To incorporate the aforementioned support information, M-OMP is initialized with \( Z_0 \) consisting of the indices of disturbance (the direct signal and the ground echoes) and \( Y \) being the residual of disturbance cancellation using the least squares method. This is like that we first carry out disturbance cancellation prior to the M-OMP iterations. At each iteration of M-OMP, the matching step is in fact equivalent to computing the 2-D delay-Doppler CCF between the residual and the reference signal. It follows that the first iteration coincides with matched filter. Different from matched filter, the highest peak of the range-Doppler map is located as a new target detected at each iteration and the location information is added into the support set. The algorithm is repeated till a fixed number of iterations or some terminating criterion is satisfied. Considering the fact that the data in practice is taken over a time window, e.g., of 1 s, which leads to a slight range-Doppler spread, and that the true delay-Doppler values may not lie exactly in the chosen delay-Doppler bins, thus a small area around the maximum of the range-Doppler map can be detected as the location of the new target that is used to update the support set.

In the second stage, the angle of the target is estimated. Note that the angle information is contained in the coefficients of the joint sparse recovery problem that has been solved in the first stage. As a result, a simple beamforming method [45] can be adopted to estimate this parameter. The range-Doppler of the target can be estimated in an iterative way, so dose the angle of the target.

The phase information contained in each channel is not affected by range-Doppler estimation. After we do the range-Doppler estimation, the phase information is contained in the \( L_A \) coefficient of the corresponding range-Doppler pairs for each target. As shown in the Fig. 2, we can pick up the values from range-Doppler 1 to range-Doppler \( L_A \) to do the beamforming for estimating the angles of targets.

To sum up, the overall algorithm is given in Algorithm 2.

Since the DOA of direct path is known, the direct path can be estimated by least squares when the received data from surveillance array \( Y \) is given. The target echoes can be retrieved from the received data based on disturbance cancellation, the detail is given in Section III (line 1).
Fig. 3. Normalized spectra of (a) modulating signal and (b) frequency modulation signal used for simulated scenario.

Fig. 4. Normalized 2-D AAF of frequency modulation signal used for simulated scenario. (a) 2-D representation on range-Doppler plane. (b) Zero range cut. (c) Zero Doppler cut.

spectrum of the frequency modulation signal is similar to the one in [11].

We now evaluate the self-ambiguity property of the frequency modulation signal in the range-Doppler domain. In particular, the delay-Doppler AAF of signal $s(t)$ in a time window $[0, T_0]$ is defined as

$$
\xi_0(\tau, f_D) = \int_0^{T_0} s(t) \cdot s^*(t) \cdot e^{-j2\pi f_D t} dt.
$$

With the definition in (20), the AAF measures the ambiguity level of a signal subject to a time delay $\tau$ and a Doppler shift $f_D$. We take the frequency modulation signal in Fig. 3 as an example. When $T_0$ is taken as 1 s, the AAF in range-Doppler plane is visualized in Fig. 4(a). Its zero range and zero Doppler cut are shown in Fig. 4(b) and (c), respectively. The strongest sidelobes appears around $\pm 65$ Hz with a small range. It is shown in a further study that the peak-to-sidelobe ratio of the AAF is about 20 dB that is similar with the practical scenario [11]. Especially, the AAF is time-varying in practice and changes with the program being broadcast. However, the AAF will always exist spectrum peakings at Doppler frequency with 0 Hz and bistatic range with 0 km as shown in Fig. 4(b) and (c), respectively.

2) Modeling of Multipath and Clutter: Given a direct signal $d(t)$, we now model the multipath and clutter, the multipath and clutter received at the surveillance antenna can be expressed as $\sum_{i=1}^{NC} c_i d(t - \tau_i)$. For simplicity, we only consider the case of a single surveillance antenna while the case of an antenna array can be found in (2). Due to the low frequency of the frequency modulation signal in Singapore (88.3–100.3 MHz), multipath and clutter are represented as a set of small discrete scatterers.

3) Modeling of the Virtual Reference Signal: In proposed PBR system, the virtual reference signal serves as an estimate of the direct signal. For the sake of simplify, we model the reference signal as the direct signal plus noise

$$
s_{ref}(t) = d(t) + n_{ref}(t).
$$

Then we can generate the surveillance signals of ULA as shown in (2).

We present simulation results in this section to demonstrate the performance of the proposed algorithms. The normalized spectrum of the transmitted frequency modulation signal is the same as Fig. 3(b). Fig. 5(a) and (b) plots the reference scenario in the range-Doppler and in the angle plane, respectively. It can be seen that the direct path is from the direction of $-15^\circ$ and has an SNR of 60 dB. Three clutters or ground scatterers from directions of $-50^\circ$, $12^\circ$, and $40^\circ$ are considered with SNRs of 35, 20, and 5 dB, respectively. Four targets are present, two of which are relatively strong with SNRs of $4$ and $-4$ dB and the other two are weaker with SNRs of $-20$ and $-22$ dB. Their bistatic ranges are also plotted. Eight antennas are implemented to form a ULA.
B. Angle-Range-Doppler Estimation Given Direct Path

We first consider the case when the direct path is known. After disturbance cancellation, the range-Doppler map of the conventional matched filter method can be obtained as shown in Fig. 6. It can be seen that two strong targets can be detected while the two weak targets are masked by the sidelobes of the strong ones.

We next consider the proposed compressed sensing algorithm, i.e., M-OMP, for range-Doppler estimation. It is known that the first iteration of M-OMP coincides with the matched filter. Fig. 7 presents the range-Doppler maps in the second to fifth iterations of M-OMP. It can be seen that M-OMP can detect all four targets in an iterative manner. Compared Fig. 6 with Fig. 7(a), it can be seen that the target, which is at the leftmost range-Doppler map, is detected and canceled at first, i.e., the target, which has the shortest bistatic range and the strongest SNR, is detected at first. From Figs. 6 and 7(d), it can be seen that the targets are detected from the left side of range-Doppler map to the right side of range-Doppler map, i.e., the targets are detected from the largest SNR to the smallest SNR.

Fig. 8 presents the angle estimation results using beamforming after applying M-OMP for range-Doppler estimation. It can be seen that the angles of all the targets can be accurately estimated.

C. Real Test: Direct Path-Angle-Range-Doppler Estimation

We now consider the practical case when the direct path is unknown. First of all, we need to estimate the direct path, which is crucial in the ensuing parameter estimation process. If the DOA of the direct path can be estimated, then the direct path can be estimated by using a least squares method given the array data. There have been many approaches for DOA estimation [39], e.g., conventional subspace methods like MUSIC [46], and compressed sensing (sparse) methods that can perform well in the presence of coherent sources [25], among many others. A recent class of methods known as gridless sparse methods that operate directly in the continuous domain without gridding and thus resolves the grid mismatch problem of previous grid sparse methods [30]. Since the power of direct path is much stronger than that of multipath and clutter, the conventional MUSIC algorithm can be used for DOA estimation of direct path with lower computational complexity compared with grid sparse and gridless sparse methods.

To sum up, the algorithm in the case of unknown direct path is given in five steps as follows.

1. DOA estimation using MUSIC method given the angle of the direct path;
2. Direct path estimation using the least squares method;
3. Disturbance cancellation to retrieve the target echoes from the array data;
4. Range-Doppler estimation using M-OMP by exploiting the joint sparsity among the LA channels (see Algorithm 1);
5. Angle estimation for each target using beamforming.

Algorithm 3 Grid Sparse Method With Unknown Direct Path

Input: the received data from the surveillance array Y,
Output: the range-Doppler and angle of the targets.

1. DOA estimation using MUSIC method given the angle of the direct path;
2. Direct path estimation using the least squares method;
3. Disturbance cancellation to retrieve the target echoes from the array data;
4. Range-Doppler estimation using M-OMP by exploiting the joint sparsity among the LA channels (see Algorithm 1);
5. Angle estimation for each target using beamforming.
Other steps are identical with Algorithm 2 (from lines 3–5). Note that the last three steps are exactly those in the case of known direct path (see Algorithm 2).

In this part, we display the PBR system that we have established and test our proposed algorithm for direct path-range-Doppler-angle estimation. The trail has been done at the rooftop of S3 building in Nanyang Technological University, Singapore, and a field trial was conducted for aircraft target detection. As shown in Fig. 9, an eight-element ULA was used to receive the target echo signal. Due to the limitation of trial site, the total array length is only 8.2 m and the element spacing is 1.17 m (smaller than the half wavelength). The ULA is used to capture the spatial signal from 88 to 108 MHz. The eight-channel received signals are filtered and then digitized by a Pentek eight-channel ADC system. The ground truths of the targets can be confirmed by the ADS-B record.

As shown in Fig. 10, the ULA is displayed in S3, the transmitter that we use is located at Bukit Batok. The angle between S3 building and the Bukit Batok is 65°. The targets of flights that we need to estimate are mostly flying across the coastline, and then arrive at Changi airport. It should be noted that multiple frequencies are used for target tracking, multiple workstations or servers should be used in the hardware construction. The integrating computing will play an important role in data process, then multiple frequencies can be used for target tracking simultaneously.

1) **DOA Estimation of Direct Path:** First, we adopt the carrier frequency 93.3 MHz whose frequency modulation radio station located at Bukit Batok to estimate the DOA of the direct path. The normalized spatial spectrum of beamforming and MUSIC based on the received real data are plotted in Fig. 11(a). It can be seen that beamforming and MUSIC can estimate the DOA of direct path with approximated accuracy 64.52°. Moreover, the multipath/clutter may exist.

2) **Direct Path Estimation:** Based on the DOA estimation result of direct path and clutters, the direct path can be estimated by using least squares method. We compare the estimated performance of direct path for MUSIC and beamforming by using the normalized zero Doppler cut. Fig. 11(b) plots normalized zero Doppler cut of group 51 of carrier frequency 93.3 MHz with the transmitter located at Bukit Batok, respectively. As shown in Fig. 11(b), since the direct path estimation of MUSIC is almost identical with that of beamforming, thus the bistatic range-Doppler estimation are almost identical for MUSIC and beamforming. Thus the direct path estimation of beamforming is adopted in the following.

3) **Range-Doppler Estimation:** In order to improve the SNR of targets, the beamforming method is adopted. We steer the beam toward 110°, which is corresponding to the flight path of the targets. After disturbance cancellation, we do range-Doppler estimation based on joint sparsity among eight channels. For target SIA863 and ANG392, a 2-D CCF is given in Fig. 12(a) as an example. It can be seen that the yellow ellipse areas are two targets. In the following part, only the estimation result of target SIA863 is taken into consideration since the estimation procedures of other targets are similar as target SIA863. The output SNR versus time is given in Fig. 12(b) for target SIA863. It can be seen that the SNR is larger than 10 dB, which means that the target can be detected effectively. It should be noted that this SNR is not the maximized at each second since we just steer the beam toward 110°. If we track the target closely, the output SNR should be larger than this at each second.

The range and Doppler errors versus time are depicted in Fig. 13, respectively.

4) **DOA Estimation:** The DOA error versus time for target SIA863 using beamforming and the proposed algorithm (M-OMP) are depicted in Fig. 14. It can be seen that some outliers exist for beamforming method. Compared with the
beamforming method, the proposed algorithm can estimate the DOA with relatively small error. The reason can be explained as follows. For beamforming, if there is only a single target, then the CCF will be peaked at the true value of the parameter and therefore the parameter can be accurately estimated. It is also noted that there will be side lobes due to the auto-correlation of the waveform.

Now consider the case of multiple targets. The CCF will be a weighted sum of the CCFs of the targets, and the weights are determined by the power of the targets. Due to the fact that the peaks of the function can be affected by near or stronger targets, thus the peaks of the function can be different from the true parameters.

What M-OMP does is trying to minimize the effects among the targets. In particular, at the first step, it does the same thing as beamforming. But after that, it takes out the strongest one that is least likely affected by others, do cross-correlation for the rests and repeat the process. By doing so, the parameters are iteratively estimated and are expected to be more accurate.

5) Flight Path Estimation: The latitude and longitude errors for the traditional matched filter method and the proposed algorithm are plotted in Fig. 15, respectively. It can be seen that the proposed algorithm performs better than matched filter. The reason can be explained as follows. The errors of range estimation for both algorithms are identical. However, the DOA estimation accuracy using M-OMP is higher than that using beamforming, thus the proposed algorithm outperforms beamforming.

The flight paths for the matched filter method and the proposed algorithm are plotted in Fig. 16. It can be seen that the flight path using the proposed algorithm is more accurate than that using beamforming.

VI. DISCUSSION

The angle of target can be estimated at first. Thus the estimation accuracy of angle can be improved, since no accumulative error of range-Doppler estimation can affect the estimation accuracy of angle. However, this method has a limitation, that the number of targets cannot exceed the number of antennas. Our proposed method does not have this limitation, the tradeoff is that the estimation accuracy of angle in the proposed algorithm is lower than that of the method which estimates angle of the target at first.

For the farfield ground scatterers used to model multipath and clutter, the contributions of their angles to the surveillance signals are also exploited. But this is not fit for nearfield ground scatterers, since the propagation wavefront of the reflected signal cannot be assumed to be flat. In fact, the modeling of nearfield ground scatterers is not that important in the considered PBR system in this paper if a proper disturbance cancellation algorithm is adopted to cancel out the contributions of the direct signal and the ground scatterers.

It is interesting to note that this M-OMP algorithm from the perspective of sparse recovery is very similar to the algorithm proposed in [11]. The main difference is that the algorithm in [11] adopts a more greedy target detection scheme that attempts to detect multiple targets at each iteration. While this scheme may shorten the computational time, it more likely suffers from false alarm.

VII. CONCLUSION

In this paper, we have proposed compressed sensing algorithms for angle-range-Doppler estimation in intelligent tracking systems when the direct path is known and unknown, respectively. Due to the high estimation accuracy and super-resolution of gridless sparse method, we devise a simultaneous angle-range-Doppler estimation method by using atomic norm...
minimization. Although the computational complexity is too high for the modern hardware, it would be possible to implement in practical scenarios in the future based on the rapid development of integrating computing. Based on the joint sparsity of multiple channels, the estimation accuracy could be improved as well compared with the method only using two reference and surveillance antennas. Numerical simulations and real test are carried out to demonstrate that the estimation accuracy of flight path of the proposed algorithm is higher than that of the traditional matched filter method. In this paper, only one surveillance array is used for parameter estimation. In the future, multiple surveillance arrays can be constructed as a surveillance network to improve the system performance, thus how to fuse the data received by different arrays and how to design the parameter estimation algorithm need to be studied in detail.

\section*{APPENDIX}

It holds that $\Phi = \mathbf{G} \mathbf{F}^H$, where $\mathbf{F}^H$ is the inverse 3-D discrete Fourier transform matrix with

$$
\mathbf{F}^H_{(k, p, l) \times (k', p', l')} = \frac{1}{L_z^2 L_A} e^{2\pi i \left( \frac{k k' l'}{L_z^2} + \frac{p p'}{L_A} \right)}
$$

(22)

and $\mathbf{G}$ is a $L_T L_A \times L_T^2 L_A$ Gabor matrix with

$$
\mathbf{G}_{(k, l) \times (k', p', l')} = \hat{D}_{k-p} e^{2\pi i \left( \frac{k k' l'}{L_z^2} + \frac{l l'}{L_A} \right)}.
$$

(23)

To see this, we have that

$$
\mathbf{G} \mathbf{F}^H = \sum_{m, q=-N_T}^{N_T} \sum_{n=-N_A}^{N_A} \mathbf{G}_{(k, l) \times (m, q, n)} [\mathbf{F}^H]_{(m, q, n) \times (k', p', l')}
$$

$$
= \frac{1}{L_z^2 L_A} \sum_{m, q=-N_T}^{N_T} \sum_{n=-N_A}^{N_A} \hat{D}_{k-q} e^{2\pi i \left( \frac{m k}{L_z^2} + \frac{q l}{L_A} \right)}
$$

$$
\times e^{2\pi i \left( \frac{m k' l'}{L_z^2} + \frac{q l'}{L_A} \right)}
$$

$$
= \frac{1}{L_z^2 L_A} \sum_{q=-N_T}^{N_T} \sum_{m=-N_T}^{N_T} \hat{D}_{k-q} e^{2\pi i \left( \frac{m k' l'}{L_z^2} + \frac{q l'}{L_A} \right)}
$$

$$
\times e^{2\pi i \left( \frac{k k' l'}{L_z^2} + \frac{l l'}{L_A} \right)}
$$

$$
= \Phi_{(k, l) \times (k', p', l')}.
$$

(24)

To make it clearer, let $\mathbf{F}^H_A$ be the (inverse) 1-D discrete Fourier transform matrix (regarding the third dimension) and $\mathbf{F}^H_I$ be the (inverse) 2-D discrete Fourier transform matrix (regarding the first two dimensions). Moreover, let $\mathbf{G}_T$ and $\Phi_T$ be the Gabor matrix and the sensing matrix (regarding the first two dimensions), respectively. Then, it holds that $\mathbf{F}^H = \mathbf{F}^H_A \otimes \mathbf{F}^H_I$ and $\mathbf{G} = \mathbf{L}_T \mathbf{F}^H_A \otimes \mathbf{G}_T$. As a result

$$
\Phi = \mathbf{G} \mathbf{F}^H = \mathbf{L}_A \mathbf{F}^H_A \otimes \mathbf{G}_T \mathbf{F}^H_I = \mathbf{E} \otimes \Phi_T
$$

(25)

where $\mathbf{E}$ is the row-reverse matrix obtained by reversely sorting the rows of the identity matrix and $\otimes$ is Kroneker product between two matrices.
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