Abstract—Context-aware applications of vehicular social networks (VSNs) play a significant role to achieve the goal of green transportation by sharing driving experience to reduce gasoline consumption. One of the main challenges is to evaluate the performance of these applications, which relies on the underlying VSN mobility model. In this paper, we investigate big urban traffic data to characterize essential features of urban mobility and construct large-scale green urban mobility models. We exploit the road and traffic information to enhance the trip generation algorithm and traffic assignment algorithm based on the weighted segments of roads. Besides, we perform extensive observations and corrections on the OpenStreetMap imported to simulation of urban mobility to make it analogous to real-world road topology. The experimental results and validation process show that the generated mobility models reveal realistic behavior required for analysis of context-aware applications of VSNs for green transportation systems.
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I. INTRODUCTION

A CCORDING to the Shanghai Urban and Rural Construction and Transportation Development Research Institute annual report, road traffic has shown an average annual growth about 2%.1 Road traffic is one of the major causes of environmental pollution and hazes in many cities around the globe.

The research community has been attracted by energy-efficient protocols and systems to enhance transportation efficiency and achieve the goal of smart and green cities. The drivers and passengers may share their road experience and information to reduce fuel consumption and air pollution. Vehicular social networks (VSNs) are built on the top of vehicular ad hoc networks enabling commuters to interact and share the information with neighboring nodes (vehicles, passengers, and drivers) [1]. Rapid advancement in communication technologies enables these devices to interact and share information using processing and communication capabilities [2]. Liu et al. [3] presented a carbon recorder, a mobile social application not only to encourage drivers to improve their behavior but also provide social awareness and a platform for data collection that can be exploited by the research community and traffic authorities for green transportation systems. Chen et al. [4] presented a crowdsourcing-based application for smart parking in smart cities to avoid idle cruising. The smart parking application integrates crowdsourcing with the traditional road navigation system to collect and share real-time information about parking availability, which can be used to reduce energy consumption. Kong et al. [5] presented a taxi recommendation system to overcome the problem of idle cruising and enhance fuel consumption. Similarly, NaviTweet [6] is a centralized socially aware interactive navigation system allowing users to provide information to the onboard vehicular navigation system. NaviTweet allows drivers to calculate a personalized route and form a VSN group with other commuters on the same path to enhance driving experience in terms of fuel consumption and time. Every user of the group can send voice tweets, and the NaviTweet server periodically aggregates these tweets into a tweet digest and send to the members of the specific VSN group. Similarly, Hu et al. [7] presented the concept of a social drive to encourage the user to improve their driving behaviors in terms of fuel consumption. A social drive provides the integration of onboard devices to social networks to share users’ trip information and experience.

Inheritance of social network theories into the vehicular environment and human behaviors, which socialize the communication of vehicles on roads has emerged in the form of VSNs. Compared to other ad hoc networks and delay tolerant networks, the mobility of nodes is highly dynamic and restricted to roads in VSNs. The vehicular mobility is highly influenced by a number of factors including traffic regulation, city development and planning, working hours/days, work and lifestyle of inhabitants, social values, road blocks, and so on. Validation

1http://www.shsz.org.cn/news/20173/i-2017331154044.html
and evaluation of different proposed protocols for VSNs rely on simulation. The value of the validation and the credibility of results are, therefore, highly dependent on the underlying mobility model used for simulation. Unfortunately, the simulation performance evaluation of context-aware application for VSNs are often biased by the underlying mobility models. An incorrect representation of vehicular mobility can lead to misleading results and conclusions, even if a flawless network-level simulator is used for performance evaluation. The results obtained will be considered more accurate and credible if and only if the underlying mobility model is analogous to the real-world car traffic. As an instance, Baumann et al. [8] analyzed the performance of routing protocols for different vehicular mobility models and concluded that nonrealistic mobility models may lead to misleading conclusions or overestimate the performance of routing protocols in the vehicular environment. In the existing work, it is assumed that a synthetic mobility model will be more realistic if it is based on behavioral models [9]. However, most widely used models are based on simplistic stochastic model, random models, small scale, or based on limited real-time vehicular mobility traces. Recently, Vegni and Loscri [10] presented a literature review on VSNs considering the social features and aspects for a diverse range of applications of next generation vehicles. Human behavior and social characteristics largely impact the mobility of vehicles in such networks. The resulting mobility patterns of vehicles can dramatically affect the performance and behavior of different proposed applications and protocols [11]. These observations have led the research community to make substantial progress in the quality of mobility modeling for vehicular networks over the last few years.

In VSNs, vehicles on the roads opportunistically communicate with each other and may encounter other vehicles/commuters with a similar interest profile. These commuters may also interact other commuters facing similar traffic condition, environmental factors, the same mobility pattern, or belong to the same community. This inherent similarity of commuters could impact the mobility modeling in VSNs. Human mobility shows a high degree of spatial and temporal regularity that can be represented by a single probability distribution [12]. In this paper, we go a step further to infer the important macroscopic features of mobility from existing mobility traces and generate mobility models that can be used for performance evaluation of context-aware applications of VSNs. The contributions of our work presented in this paper can be summarized as follows.

1) Large-scale mobility traces are explored to infer important features and facts representing key aspects of vehicular mobility, such as origins and destinations.
2) We measured the attraction and repulsion of different hotspot regions by indegree/outdegree and use statistical analysis to characterize the origin–destination (O-D) models [9] for various scenarios by the unique probability distribution function.
3) We exploited the road and traffic information to adjust road network topology and calibrate the trip generation algorithm and the assignment technique using the unconstrained gravity model and the weighted Dijkstra algorithm [13].
4) Extensive observations and corrections are performed on the OpenStreetMap OSM2 to make it analogous to real-world road topology, and extensive simulations are performed to validate the effectiveness of the generated mobility models.

The rest of this paper is organized as follows: In Section II, we present the existing work; in Section III, we present the data analysis and characterization of mobility aspects; mobility model generation process is presented in Section IV; experimental observations and analysis are presented in Section V; and finally, we conclude our work in Section VI.

### II. RELATED WORK

The surge in demand for socially aware applications for VSNs has pushed the research community to seek for different possible solutions and models in the vehicular environment, including green transportation systems, smart cities, intelligent traffic control systems, road safety, entertainment along the roads, and sharing road experience, are few to mention. The performance and evaluation of the proposed protocols and solutions depend upon the adopted mobility model [8].

From the literature review, we observe that significant efforts have been made to achieve accuracy and realism required for mobility modeling. Most of the studies found in the literature about mobility modeling and simulation of vehicular networks reinforce the demand for more realistic mobility models [9], [14], [15]. The O-D model is one of the macroscopic aspects that directly impacts the mobility model. However, the existing models found in the literature either assume a non-characterized random distribution or neglected the O-D model. Simulation-based vehicular mobility models, such as car traffic in Berlin [16] and real-world scenarios in the city of Turin [17] are generated using microscopic scenarios or based on limited real-time traces. These models lack the statistical characterization and authenticity required for the realistic vehicular mobility model.

Harri et al. presented a framework for vehicular mobility modeling and argued that trace-based models are more accurate as compared to synthetic models [9]. A number of traces exist that are directly recorded by logging the position of vehicles along their trajectories. Recently, real GPS traces of 632 taxis were recorded in Beijing [18]. The focus of this study is to optimize data dissemination in vehicular networks, not mobility modeling or characterization. Another mobility pattern of vehicles [19] was recorded from GPS traces of 4000 taxis in Shanghai. This dataset is much bigger in terms of number of vehicles as compared to the previous one. Due to high dynamic network topology in the vehicular environment, an end-to-end stable path between source and destination is rarely available. Thus, the traditional mobile ad hoc network routing protocols do not suit in such environment. The authors used the store-carry-forward mechanism of delay-tolerant networks to study the impact of the mobility model on data delivery and proposed
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a routing protocol. However, the underlying mobility model is based on a minor subset of the overall traffic in Shanghai. As mentioned earlier that an end-to-end path does not exists from a source to destination due to highly dynamic network topology in the vehicular environment. Xia et al. [20] analyzed the mobility pattern of 12 096 taxis in Beijing to study the intercontact interval of nodes and their impact on data delivery. In this study, the authors analyzed intercontact interval and clustering but did not study or model the trip generation or trip distribution. Intercontact interval and clustering are of great importance for data dissemination and information sharing in VSNs. However, both of the aforementioned work did not consider the impact of social demographic information on the route selection or trip distribution. The route selection of taxis and private vehicles differ in reality, and the resulting dataset might not reflect the mobility of social vehicles in the urban areas. As an instance, the mobility of taxis is restricted to specific lines or roads to avoid traffic jams or for security measurements. In other words, taxis are not allowed to travel along specific roads/lines in the city, while private vehicles are exempted from such restrictions.

A number of mobility traces have been recorded directly using position of vehicles. The routes of 500 taxis were recorded using GPS traces in San Francisco [30]. This dataset suffers from limited update frequency, time, space, and number of vehicles. Similar to taxis data, the mobility of 1200 buses were recorded using automatic vehicle position over an area of 5100 km² in Seattle [27]. The mobility of buses is restricted to specific routes and differs than mobility of privately owned vehicles. In [21], authors used empirical data collected from dual loop and metal detectors to measure per-lane intervehicle arrival time and spacing. The data are recorded for a time span of 24 h at two different locations, Berkeley and Toronto. This data can be fed to a microscopic simulator to derive the mobility traces of each vehicle over time, however, this dataset is limited to a highway scenario.

These models have considered multiple features and characteristics to achieve reality. However, these approaches have certain limitations if social and demographic information are considered. Some of these models are limited to highway scenarios or limited time interval. Mobility model presented in [31] and [32] has considered the characterization of mobility modeling in urban scenarios. The first one does not consider the characterization of the O-D model, while the proposed model in the second work does not suit to urban scenarios, which are different from the Cologne city. The other mentioned models do not take the traffic assignment into consideration. The traffic flow of buses and taxis are quite different than private or social vehicles, which significantly influence the mobility model and performance evaluation of socially aware applications of VSNs. An overview of existing mobility models is given in Table I. In this study, we go a step forward to exploit the traffic flow of private and public vehicles to improve traffic assignment with the characterization of the O-D model.

### III. DATA ANALYSIS AND CHARACTERIZATION

In this section, we present the data analysis and characterization process for origins, destinations, traveled distance, and travel time. These are the factors that influence the macroscopic O-D model for vehicular mobility.

#### A. Dataset

The work presented in this paper is based on a dataset provided by Shanghai QiangSheng Holding Co., Ltd. The dataset includes detailed traces of vehicular mobility of 13 750 taxis for one month. The data are published on the platform called Shanghai Open Data Innovation Application Contest. The dataset contains the GPS records for one month of time (2015.04.01–2015.04.30). The available information from the dataset are given in Table II. Every vehicle has a unique identifier (TaxiID) representing the attributes reported in data collection. These attributes include a warning (W), status (S), lamp (L), longitude, latitude, speed, angle, and satellite. S represents the status of a taxi; a taxi is occupied if it is 1 or taxi is vacant if it is 0. We processed the raw data to extract the meaningful information that can be used for large-scale mobility modeling. The dataset from taxis may not accurately demonstrate the mobility pattern of social vehicles. However, this dataset gives insights to a number of parameters, which may be exploited for large-scale vehicular mobility including traffic density on different edges.
hotspots, and a number of trips originating/ending in different zones. Besides, the online applications for taxi calling such as Didi Chuxing and Uber have significantly influenced the human mobility and have attracted the commuters to commute using taxis. Thus, the taxi data show resemblance to social mobility in terms of trips originating from and drawn to a particular destination. The dataset contains the mobility traces of vehicles either empty or occupied. Because we are only interested in the latter one, we process the dataset to infer the statistic of commuters using taxis.

B. Analysis and Characterization

In this study, we considered four characteristics of the existing mobility trace to infer the meaningful information using the statistical inference techniques described later. These features include the number of origins, the number of destinations, travel distance, and travel time. The raw data were preprocessed to transform it to measures representing the mobility in terms of macroscopic aspects. The proposed models and underlying methodology provide insight into synthetic modeling and characterization of the large-scale simulation scenario based on limited real traces. A random variable $x$ represents each considered characteristic and the sample data $X_1, X_2, X_3, \ldots, X_n$ is obtained from the trace files. We assume that the measurement of these variables is independent with each other and each sample data can be represented by a unique probability distribution function $f(x|\theta_1, \ldots, \theta_k)$. Here, our objective is to infer the probability distribution function and missing variables, which represent the sample data so that it can be replicated in other scenarios. The first step is to make a hypothesis about a suitable probability distribution function $f(x|\theta_1, \ldots, \theta_k)$, which can represent the sample data. Once a hypothesis is made about one or more candidate probability functions, the second step is to estimate the values of their parameters. A mathematical function called estimator is used to estimate the unknown parameters, and there are many ways to decide about the form and quality of an estimator. We exploit the maximum-likelihood estimators (MLEs) [33] due to its strong and unique features distinguishing it from alternative methods. Besides, MLEs technique is one of the most popular techniques used for deriving estimators. For a sample data $X_1, X_2, X_3, \ldots, X_n$ and hypothesized probability density function with one unknown parameter, the likelihood function is given by

$$L(\theta) = f_0(X_1)f_0(X_2)f_0(X_3)\ldots f_0(X_n).$$

The third step is to examine the probability distribution function(s) determined in the first two steps and to evaluate how closely these identified functions are representing our sample data. If more than one distributions are representative, we need to specify the distribution that provides the best fit. We perform a goodness-of-fit test for each hypothesis made in step one. We use the Chi-Square test [34] and empirical distribution function (EDF) test to evaluate the goodness-of-fit for fitted distribution. We perform the goodness-of-fit tests for all variables considered in our study. Besides, we use the quantile–quantile plot to evaluate the ability of a candidate probability function to represent the sample data.

C. Origins or Departures

The number of origins or departures from a particular geographic location influence the mobility model. We selected the area: 31.125, 121.285–31.345, and 121.645, and divided it into small areas of 0.01 degree (about 1 square kilometer) resulting in 792 small regions and assigned numbers (0–791), as shown in the Fig. 1. The top left corner is area 0, and the bottom right corner is area 791. The number of total taxis is 13 750 with 17.7 million trips. Our objective is to extract information from the raw dataset and infer which probability distribution can represent the number of origins or departures from each geographic location. We also aim to extract the information to identify the hotspots and compare with the information provided by government authorities.6 We started the process by counting the number of origins/departures from each subarea using the
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The following equation:

\[ O_i = \sum_j T_{ij} \]  

where \( T_{ij} \) is the total number of trips between origin \( i \) and destination \( j \). \( O_i \) is the number of trips originating from origin \( i \). In our analysis, we considered four different time slots to characterize the pattern: weekdays morning (7:00–9:00), weekdays evening (17:00–19:00), weekend morning (7:00–9:00), and weekend evening (17:00–19:00). From Fig. 2, it is clear that origins on weekdays are uniformly distributed, while only few spots showing high numbers of origins on weekends compared to weekdays.

Based on the histogram and statistical summary given in Table III, we made a hypothesis about the possible distribution functions that may represent the sample data. \( N \) represents the sample size (number of small areas). Q1 represents the first Quartile of sample data and Q3 represents the third Quartile (median of the upper half of dataset). Exploiting the MLEs technique and Chi-square goodness-of-fit test, we observed that Gamma-Poisson distribution is more likely to represent the origins, as shown in Fig. 2. The Chi-square test computes, among other values, the \( \chi^2 \) statistics and the \( p \)-value. The \( \chi^2 \) and \( p \)-value are presented in Table IV. To summarize, the smaller the \( \chi^2 \) and the higher the \( p \)-value, the more representative the hypothetical distribution. Subplots (a) and (b) in Fig. 3 show the histogram.
TABLE VI

<table>
<thead>
<tr>
<th>Data</th>
<th>N</th>
<th>Min</th>
<th>Max</th>
<th>Q1</th>
<th>Median</th>
<th>Q3</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekdays morning</td>
<td>792</td>
<td>0.00</td>
<td>824.00</td>
<td>13.00</td>
<td>55.00</td>
<td>177.75</td>
<td>152.4457100</td>
<td>183.2260600</td>
<td>33571.7900000</td>
<td>2.0933057</td>
<td>4.1388198</td>
</tr>
<tr>
<td>Weekend morning</td>
<td>792</td>
<td>0.00</td>
<td>372.00</td>
<td>5.00</td>
<td>18.00</td>
<td>62.75</td>
<td>47.6654040</td>
<td>69.0503060</td>
<td>4767.9448000</td>
<td>2.2071163</td>
<td>4.8335369</td>
</tr>
<tr>
<td>Weekdays evening</td>
<td>792</td>
<td>0.00</td>
<td>895.00</td>
<td>16.00</td>
<td>80.00</td>
<td>256.00</td>
<td>164.9709600</td>
<td>197.7112700</td>
<td>39089.7450000</td>
<td>1.5417836</td>
<td>1.8777701</td>
</tr>
<tr>
<td>Weekend evening</td>
<td>792</td>
<td>0.00</td>
<td>635.00</td>
<td>6.00</td>
<td>30.50</td>
<td>99.75</td>
<td>72.6224750</td>
<td>106.3383900</td>
<td>11307.8540000</td>
<td>2.6547442</td>
<td>8.2404730</td>
</tr>
</tbody>
</table>

TABLE VII

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Weekdays Morning</th>
<th>Weekdays Evening</th>
<th>Weekend Morning</th>
<th>Weekend Evening</th>
<th>Ho</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi^2 )</td>
<td>816.671513</td>
<td>815.235984</td>
<td>624.116087</td>
<td>797.582053</td>
<td></td>
</tr>
<tr>
<td>( p )-Value</td>
<td>0.256100</td>
<td>0.267600</td>
<td>1.000000</td>
<td>0.427900</td>
<td></td>
</tr>
</tbody>
</table>

D. Destinations or Arrivals

From the raw data, we use the following equation to extract the number of arrivals/destinations in each zone/subarea:

\[
D_j = \sum_i T_{ij}
\]

where \( T_{ij} \) is the total number of trips between origin \( i \) to destination \( j \), \( D_j \) is the number of arrivals in zone \( j \). Table VI represents the statistical summary and quantiles of arrivals across different zones. Based on the statistical summary, we can get some conclusions about the destination areas. Smaller values of Q1 on the weekend show that few vehicles arrive in few areas as compared to arrivals on weekdays. The high value of variance on weekdays in the morning as well as in the evening show a great variability of the data, which means a high number of destinations on weekdays as compared to weekend. Based on the statistical observation, it is possible to formulate an initial hypotheses about the candidate probability function(s) \( f(x|\theta_1, \ldots, \theta_k) \) that could possibly represent this sample data. Similar to our analysis in previous subsection, we follow our methodology to infer the parameters of considered probability distributions functions, and then, use the Chi-square method to evaluate and decide about the most appropriate probability distribution function that represents our sample data. Table VII presents the \( \chi^2 \) and the \( p \)-value for Gamma-Poisson, Poisson, and Binomial distributions. The results are compared and it is observed that the most suitable distribution is Gamma-Poisson distribution. The estimated values of parameters \( \alpha \) and \( \beta \) for Gamma-Poisson for arrivals are given in Table VIII.

![Fig. 4. Histogram and fitted distribution for destinations. (a) Weekdays morning. (b) Weekdays evening. (c) Weekend morning. (d) Weekend evening.](image-url)
E. Traveled Distance and Travel Time

Besides the number of origins and distribution across the city average traveled distance and average travel time are also important macroscopic features that should be considered while defining a macroscopic mobility model. The traffic volume varies at different intervals that affects the total travel distance or travel time. During rush hours, the drivers either select a long route to avoid traffic congestions or spend a lot of time on road signals toward their destinations. Consequently, the distance and time depend upon the traffic volume at a different interval. So, it is of great importance to analyze the variation during weekdays/weekend and consider to define a macroscopic mobility model. The origins and distribution are analyzed in morning and evening, but average traveled distance and travel time do not need such consideration. In this section, we analyze average traveled distance and travel time on weekdays and weekend.

We analyze the average traveled distance and observe that more vehicles depart from origins toward their destinations on weekdays with longer distance as compared to the weekend. Commuters choose their destinations near to their residential areas on weekend, because the commercial areas are situated far from residential areas from where these commuters commute on weekdays. We perform the analysis to fit a candidate probability function to this sample data and infer the information that can be used while generating mobility models on weekdays and weekend.

Table IX presents the estimated values of parameters for traveled distance. The estimated values of parameters are given in Table IX. Figure 5 shows the histogram and fitted distribution for arrivals during the morning and evening rush hours on weekend, respectively.

![Figure 5. Histogram and fitted distribution for travelled distance. (a) Distribution on weekdays. (b) Distribution on weekend. (c) Weekdays' quantile. (d) Weekend's quantile.](image)

The dataset we analyzed here provides 25% of taxis deployed in the city. These data are realistic and provides meaningful insights into vehicular mobility in the city in terms of identifying the hotspot areas, road trajectories, social interaction of hotspot...
areas in terms of trips originating/ending from/in different areas, and so on. These features and aspects can be exploited for large-scale synthetic mobility modeling. In this section, we present mobility model based on data analysis in the previous section. We consider the possible macroscopic aspects with simulation tool to present the mobility models with a possible level of realism. We introduce realistic mobility models that may be used for simulation of VSNs analysis. These models are based on the real-time traffic data under a reliable and credible microscopic mobility simulator.

A. Microscopic Mobility

The macroscopic and microscopic characteristics are equally important and are required to be considered to generate realistic mobility models. Inappropriate representation of mobility characteristic of the mobility model, either macroscopic or microscopic, may lead to unreliable results and conclusion. Microscopic aspects of mobility models define and present the behavior of vehicles more precisely. We select an open-source discrete-time traffic simulator, called simulation of urban mobility (SUMO),\(^7\) to simulate the microscopic mobility of vehicles. SUMO has the capability to model the individual behaviors of the vehicle more accurately. Also, SUMO provides support to import road maps from multiple sources, including OSM. Besides, SUMO supports scalable, time scheduled, multimodal traffic mobility modeling with portable libraries. SUMO provides flexible solutions for various research directions, such as navigation, traffic management, vehicle-to-vehicle communication, and routing, are few to mention. SUMO can be used to generate vehicular mobility models with macroscopic and microscopic behaviors, and the resulting trace files can be imported to network simulators, such as NS2 and NS3.\(^8\) for performance analysis of socially aware data dissemination and routing protocols for VSNs.

B. Trip Generation and Distribution

With increasing interest of research community in social aware networking solutions for a diverse range of application, the demand for realistic mobility models grew in the last few years. The research community has focused on microscopic as well as macroscopic mobility aspects of vehicular mobility. Certain issues, including traffic demand, have encouraged the research community to investigate further and produce realistic mobility models for vehicular scenarios, i.e., VSNs. One of the basic building blocks for the vehicular mobility model is the O-D model. The simplistic or unrealistic approaches found in the literature encourage the research community to come up with mobility models that are more realistic and analogous to real-world traffic condition. In this section, we present the generation process for the characterized O-D model and uniform traffic assignment based on mobility traces.

The O-D matrix mimics the mobility pattern of vehicles in terms of trips from a specific origin to a specific destination. Trip generation and trip distribution are both equally important to generate an accurate O-D matrix. Trip generation is the first step toward a realistic mobility model. Restriction by traffic authority, demographic information, residential density, accessibility, social behaviors of commuters, and different time intervals of the day and week are some of the factors that affect the trip generations process. A simplistic approach may not be applied to model the trip generation. The process of trip generation requires maximum possible realization. So, we use the statistical inferences and characterization presented in the previous section to model the total number of trips generated from and attracted to each subarea during a particular time interval. We use different probability distribution functions with estimated value of parameters for trip generation. The second step is to define trip distribution, which represents the number of trips originating from particular area \(i\) to a destination area \(j\). In other words, we need to define the number of edges that connect different geographic locations (vertices of the graph).

Fig. 7 shows the notation of a trip matrix. As mentioned earlier, the whole area is divided into 792 subareas (vertices) and trips generated from and attracted by each region represent the edges between these vertices. The attraction and repulsion of these vertices are defined by indegree and outdegree, while the number of edges between vertices represents the number of trips generated/attracted from/to a specific location.

There are a number of methods for estimating the O-D matrix, such as roadside interviews, flagging methods, aerial photography, and car following. In contrast, we are interested in estimating the O-D matrix based on the description of the network and traffic counts in terms of origins and destinations. Also, some of the methods for estimating O-D matrices require additional information such as population and employment. The gravity model is one of the methods applied in transport engineering to define the O-D matrix based on traffic count. This model is similar to Newton’s gravitational law. It is assumed that the trips generated from an origin to a destination are directly proportional to the total number of trips originated and attracted from/to a specific location. The following equation is used to estimate the number of trips originating from area \(i\) to area \(j\):

\[
T_{ij} = \alpha \frac{P_i E_j}{d_{ij}^2}
\]

\(^7\)http://www.dlr.de/
\(^8\)NS2 & NS3 are discrete-event network simulators. https://www.nsnam.org/
where \( P_i \) is the population in area \( i \), \( E_j \) is the employment in area \( j \), and \( d_{ij} \) is the distance or travel time between \( i \) and \( j \). \( \alpha \) is the parameter of calibration. The O-D matrix is a sparse matrix and the attraction and repulsion of hotspot regions is defined by number of origins and destinations. So, we use the following unconstrained gravity model to define the O-D matrix:

\[
T_{ij} = \alpha \frac{(O_{ij} D_{ij})^{\beta}}{c_{ij}^\gamma} \tag{6}
\]

where \( c_{ij} \) is the cost from origin \( i \) to destination \( j \). We select distance as the cost in our analysis. Utilizing the dataset analyzed in previous section and using the least-square method, we estimate the value of parameters \( \alpha \), \( \beta \), and \( \gamma \). Because the O-D matrix got by the unconstrained gravity model does not conform to the constraint conditions of trip distribution, we use the average growth coefficient method for iteration to calibrate the O-D matrix until the parameters of \( F_{Oi} \) and \( F_{Di} \) are less than 3%.

\[
f_{\text{average}}(F_{Oi}^{m+1}, F_{Di}^{m+1}) = \frac{1}{2}(F_{Oi}^m, F_{Di}^m) \tag{7}
\]

\[
T_{ij}^{m+1} = T_{ij}^m (F_{Oi}^m, F_{Di}^m)/2 \tag{8}
\]

where \( F_{Oi}^m = O_i/U_i^m \), \( F_{Di}^m = D_i/V_i^m \), \( U_i^m = \sum_j T_{ij}^m \), and \( V_j^m = \sum_i T_{ij}^m \).

### C. Traffic Assignment

Traffic assignment techniques compute the possible fastest and the possible route from source to the destination point. The traffic intensity varies over time. Besides, some special restrictions on some of the routes from traffic control authorities significantly impact the process of route selection. For example, public vehicles without some special permissions or tokens are not allowed to travel on roads passing through some educational or public security institutions due to various reasons. Similarly, some routes are specified for specific vehicles to travel along those routes, such as bus rapid transit. Consequently, selection of the fastest route from source to destination without prior knowledge of road topology and restriction from traffic control authorities may result in an appropriate and unrealistic traffic assignment.

Traffic volume on a specific edge from source area \( i \) to destination area \( j \) affects the process of the traffic assignment. To calculate an optimum path from source to destination is a challenging task and many factors influence this process, including traffic volume, the capacity of route, and travel time. We exploit the simplest assignment technique, accept all-or-nothing, to measure the traffic flow on each edge for all O-D pairs.

\[
V_a = \sum_{ij} T_{ij} P_{ij} a \tag{9}
\]

\[
P_{ij} a = \begin{cases} 
1, & \text{if } T_{ij} \text{ travel on edge } a \\
0, & \text{otherwise.} \end{cases} \tag{10}
\]

Initially, we use the dataset analyzed in this paper to update the edges and use weighted Dijkstra’s algorithm for the traffic assignment.
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**D. Network Topology**

In our simulation, we use the street layout of Shanghai city from OSM database. The layout provides details about road signals, topology, and information about different points of interest, including commercial, residential, and recreational spots. We extract the road topology for the particular area mentioned in Section III. However, comparing with actual road topology, this imported layout shows inconsistent information influencing the vehicular mobility. In order to make the road network topology analogous to real-world road network topology, we perform several operations on this imported map, which we describe in detail in the following section.

### V. Experimental Results and Analysis

Our experiment and analysis are based on the strong statistical inference technique to model the number of trips originated from and attracted by particular subarea using a candidate probability function with known values of parameters. The resulting O-D data, generated O-D matrix for four different scenarios, and the OSM road layout are combined to produce vehicular mobility dataset for four different scenarios that may be used for research and analysis of different communication and application protocols for VSNs.

Initial analysis after running SUMO with input mentioned previously shows unrealistic behaviors, such as heavy traffic on some road segments and nonuniform traffic assignment. By observing the color of edges, black color is obvious. The dark color shows a low traffic flow or a heavy traffic jam on these routes, as shown in Fig. 8.

This undesirable situation is caused by several factors including inappropriate conversion of the OSM road layout, unnecessary traffic movement restrictions, inconsistent road information, the number of lanes, and unrealistic traffic assignment. In order to deal with this problem, we investigate the OSM road layout and identify the inconsistent road information, redundant traffic signals, road layout, and the number of lanes and roads.
that shows deviation from real road network topology observed from Google Map and Baidu Map.

The OSM project provides high-quality free maps that can be imported into SUMO. These maps are updated and contributed by a vast user community, but not specifically designed for vehicular mobility simulations [35]. The automated conversion of OSM map results in an inaccurate representation of road topology that significantly impairs the mobility generation process. The first source of errors which causes unrealistic vehicular mobility pattern is the number of lanes of each edge during the automatic conversion. In order to make the number of lanes consistent with real-world road topology, we use Java OSM\(^9\) editor to repair the OSM data based on information provided by Shanghai Municipal Government.\(^{10}\)

The vehicular mobility is highly influenced by the redundant road traffic signals and inconsistent restrictions on some edges or segments. The road layout imported from OSM database includes information about road junctions and signals. During OSM to SUMO conversion, SUMO assigns periodic ON/OFF timers to these signals based on the priority of edges. Besides, SUMO also uses an automated algorithm to place additional traffic lights. Similarly, wrong moment restriction on road segments causes traffic congestion. To deal with this situation, first, we analyzed the impact of these redundant traffic signal and removed the signals having a negative impact on traffic flow. Then, we used the JOSM editor to edit the OSM map to remove wrong traffic movement restriction or missing restriction required to regulate certain edges. For example, as shown in Fig. 9(a), according to Google Street View, there exists a no left turn from Sinan road to Taikang road, however, missing in the converted road topology as in Fig. 9(b), we revised the map as shown in Fig. 9(c). We investigated the area we used in our analysis and made the required correction on most of T-junctions.

The OSM data contain wrong restrictions on some of the road segments. These limitations do not affect the whole of the street layout, but affecting the microscopic vehicular mobility. We identify such wrong restriction by comparing with real-world road topology and correct the OSM data. In the initial OSM data, there is a no right turn from Jinzhou Road to Yunshun Road. Because this restriction is only valid for a portion of the edge, and we need to separate the portion, as shown in Fig. 10(a), we separate the segment of Jinqiao Road as shown in Fig. 10(b). Such kind of errors cause vehicles to travel a long distance to reach the destination or wait for an unspecified time interval to turn right/left.

As mentioned earlier, automatically converted OSM data into SUMO is simply unfit for microscopic vehicular mobility simulations. SUMO interprets the exceedingly intricate intersections, such as two closely segments in OSM topology as if two road junctions coexist, one next to the other. As a consequence, the number of traffic lights that regulate the car flows into the crossroad is doubled, resulting long waiting time for vehicles to cross the intersections. In order to fix such a problem, we join road segment links that refer to the same physical intersection and replace the traffic signals by circuits, as shown in Fig. 11.

We use the trace files to update the weights of road edges. However, route selections of taxis and social vehicles differ in reality. Similarly, drivers select the feasible routes from source to destination based on their experience. A simplest Dijkstra’s algorithm on road topology with limited information results in traffic congestion on some routes; based on the initial weights of edges. In order to make the traffic assignment analogous to traffic flow in the city, we exploit Traffic Performance Index (TPI) of Shanghai city to update edges and perform other operations such as removing some edges and adding extra lanes that were missing during the automated conversion process. The traffic intensity varies over time, and traffic assignment depends upon

\(^9\)https://josm.openstreetmap.de
\(^{10}\)http://www.datashanghai.gov.cn/
the cost of the edge that reflects the traffic intensity on that edge. We use the TPI data to update all the edges in different time slots, such as morning peak and evening peak. With these changes, the traffic flow has significantly improved in terms of road utilization and uniform traffic distribution.

After making the aforementioned changes, we observe that traffic flow has been improved significantly, as shown in Fig. 12. The resulting datasets present the vehicular mobility during morning peak and evening peak both on weekdays and weekend. The updated road topology and the performed changes to OSM data, given in the previous section, provide realistic mobility environment for the traffic demand, which shows normal traffic flow in the area. The dark color is reduced that means the problem with road congestions is reduced significantly.

The behavior of resulting mobility models is compared with the simulation results before performing the aforementioned changes. The number of completed trips and number of waiting cars over time in the four scenarios before and after the changes are shown in Figs. 13 and 14, which show significant improvement and the number of completed trips increases over time, and waiting cars reduced significantly.

Moreover, the resulting mobility models show the same behaviors in terms of average traveled distance and travel time as characterized in Section III-E. Fig. 15 presents the validation of average traveled time for weekend and weekdays. It is possible to see that generated cumulative distribution function for both weekend and weekdays show behavior similar to observed dataset. Our observation shows that the generated mobility
models show similarity with vehicular mobility observed in the real world, which can be used for performance evaluation of different network and application layer protocols for VSNs, such as data dissemination and routing. The performance evaluation of such application and protocols depend upon the underlying mobility model and network connectivity. In order to validate our generated mobility models in terms of network connectivity, we analyze these models in terms of node degree. The direct communication of mobile nodes is influenced by a number of factors in urban areas, such as multipath fading, signal propagation, limited transmission range of dedicated short range communications technologies, medium access schemes, and limited transmit power and energy budget of mobile devices [36], [37]. However, issues related to signal propagation and communication are out of the scope of this paper, and we assume a very simplistic model to measure a node degree with disk model of communication range of 200 m. Node degree represents the number of neighboring nodes within the communication range of the source node. Observing statistical summary of node degree for all the scenarios, we observe that 75% nodes have more than 33 neighboring nodes, while only 25% of nodes have 8 or less number of neighboring nodes within communication range. Thus, the generated mobility models show consistent behaviors in terms of connectivity required for routing and dissemination protocols analysis.

VI. CONCLUSION

This paper aims to characterize different aspects of vehicular mobility and develop large-scale datasets for evaluation and analysis of context-aware applications of VSNs for green transportation systems. We use statistical inference techniques to characterize mobility characteristics and perform simulations with real trace to infer different aspects that possibly impact the vehicular mobility. We generated mobility model for four different scenarios exploiting road and traffic information to make the generated mobility models analogous to real world. We use a statistical inference technique to characterize the origins and destinations across the city and use unconstrained gravity model for traffic generation. Besides, we exploit the real-time traffic information of private vehicles and road topology to make the traffic assignment analogous to real world using weighted Dijkstra algorithm. The resulting mobility models mimic the realistic vehicular moments in morning and evening peaks both on weekdays and weekend.

When it comes to the performance analysis in a vehicular environment, such as VSNs, several challenges exist that need to be tackled to make the performance analysis and results more credible and realistic. The mobility models should be more realistic and detailed in terms of macroscopic behavior, and traffic assignment as mobility pattern of private cars significantly differs than taxis and buses. Signal propagation and the underlying network architectures are the other factors that influence the performance and communication in a vehicular environment. In our future study, we intend to analyze different mobility models using socially aware protocols for VSNs to evaluate the impact of the road layout and traffic assignment in various scenarios.
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