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ABSTRACT Globally, recommendation services have become important due to the fact that they support
e-commerce applications and different research communities. Recommender systems have a large number
of applications in many fields including economic, education, and scientific research. Different empirical
studies have shown that recommender systems are more effective and reliable than keyword-based search
engines for extracting useful knowledge from massive amounts of data. The problem of recommending
similar scientific articles in scientific community is called scientific paper recommendation. Scientific paper
recommendation aims to recommend new articles or classical articles that match researchers’ interests.
It has become an attractive area of study since the number of scholarly papers increases exponentially.
In this survey, we first introduce the importance and advantages of paper recommender systems. Second,
we review the recommendation algorithms and methods, such as Content-Based methods, Collaborative
Filtering methods, Graph-Based methods and Hybrid methods. Then, we introduce the evaluation methods
of different recommender systems. Finally, we summarize open issues in the paper recommender systems,
including cold start, sparsity, scalability, privacy, serendipity and unified scholarly data standards. The
purpose of this survey is to provide comprehensive reviews on scholarly paper recommendation.

INDEX TERMS Recommender systems, scientific paper recommendation, recommendation algorithms.

I. INTRODUCTION

RECOMMENDATION has become increasingly impor-
tant and changed the way of communication between

users and web sites. Recommender systems has a large
number of applications in many fields such as economy, edu-
cation, and scientific research, etc [1]–[4]. The rapid develop-
ment of information technology makes the volume of digital
information increase quickly [5], [6]. Researchers search and
filter information such as movies, music, or articles from
search engines like Google and Bing by using big data analy-
sis techniques [7]–[9]. Some researchers share their research
findings and publications via digital platforms for free or
fee-based access to the Internet for knowledge exchange
[10]. The excessive information brings about information
overload and makes it difficult for researchers to properly
judge the relevance of retrieved items for making the right
decision [5], [11]. Recommender systems are introduced in

scientific communities to effectively retrieve information [3],
[12]–[17]. In academic research, recommender systems can
provide papers for researchers and helps them quickly find
the papers they need. For instance, for junior researchers
with limited publishing experience, recommender systems
may recommend new articles and classical articles from
related areas for them to broaden their horizons and research
interests. On the contrary, for senior researchers with stronger
publication records, the recommender systems mainly rec-
ommend papers that align to their research interests [18].

Recommending similar scientific articles for researchers
is called scientific paper recommendation in scientific com-
munity. Paper recommender systems aim to help researchers
mitigate information overload and find relevant papers by cal-
culating and ranking publication records, and recommend the
topN papers associated to a researcher’s research interests or
research focus [19]. Nowadays, paper recommender systems
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have become an indispensable tool in the academic field. Its
recommendation algorithms are continuously updated. The
accuracy of the recommendation is improving over time.
Compared to the traditional keyword-based search technique,
recommender systems are more personalized and effective
for massive amounts of data [10], [12], [20]–[23]. The results
of keyword-based searching are not always suitable, and the
number of items is relatively large [24]. Researchers have to
filter the searching results to get the items needed. In the case
of different researchers, if they input the same query, they
can obtain the same searching results. Because the keyword-
based search technique does not consider the users’ different
interests and purposes. In addition, some researchers don’t
know how to summarize their requirements, resulting in
inputting inappropriate keywords. In comparison, paper rec-
ommender systems usually consider researchers’ interests,
co-author relationship and citation relationship to design the
recommendation algorithms and provide the recommenda-
tion lists. It should be noted that recommendation results
are usually different subjects to researchers’ interests. The
number of the results can be short and controllable to ensure
that the recommender systems is personalised and effective.

Since the recommender systems are introduced, many rec-
ommendation algorithms have emerged [25], [26]. The rec-
ommendation techniques can be divided into four main cate-
gories: Content-Based Filtering (CBF), Collaborative Filter-
ing (CF), Graph-Based method (GB) and Hybrid recommend
method. Each method has its own rationale underlying to
recommend interesting articles for researchers [25], [27].
CBF mainly considers the users’ historical preference and
personal library to extract and build users’ interest model,
which is called user profile [10]. Then CBF extracts key-
words from the candidate papers and calculates the similarity
of the keywords extracted from user profiles and candidate
papers. After ranking the similarity, papers with high similar-
ity will be recommended to users. CF mainly focuses on the
actions or ratings on the items of other users whose profiles
are similar to the user’s called “neighbour users” [28]. Users
have similar interest in the past, they would probably agree
in the future as well. There are many studies about the graph-
based method [29]. Previous researches construct the graph,
in which authors and papers are regarded as nodes. The
relationship between papers, the relationship between users
and the relationship between users and papers are regarded
as edges. Then random walk or other algorithms on the
graph are used to compute the relevance between users and
papers. For the hybrid method, recommender systems usually
use content-based filtering and collaborative filtering method
to generate recommendation because the two methods have
their advantages and disadvantages respectively. The content-
based filtering and collaborative filtering methods comple-
ment with each other, the recommender systems with their
combination is usually more accurate than the system that on-
ly runs a single recommender algorithm. Apart from the three
methods above, there are some other paper recommendation
techniques: latent factor model [30] and the topic regression

matrix factorization model [31].

FIGURE 1: Main contents of scientific paper recommenda-
tion.

The main contributions in this survey include:
1) Classification of commonly used scientific paper rec-

ommendation methods.
2) In-depth analysis of the evaluation metrics for paper

recommender systems.
3) Summarize problems and challenges in paper recom-

mender systems.
Fig. 1 shows the main structure of this paper, including rec-

ommender methods, evaluation metrics, and open issues. In
Section II, we discuss the existing recommendation methods
and their research statuses such as Content-Base Filtering,
Collaborative Filtering, Graph-Based method, and Hybrid
method. The evaluation metrics of the recommender systems
are introduced in detail in Section III. Section IV summarizes
the problems and challenges in the existing paper recom-
mender systems, including cold start, sparsity scalability,
privacy, serendipity and unified scholarly data standards. In
Section IV, we present a summary of this paper.

II. PAPER RECOMMENDATION METHODS
In this section, we will overview and discuss the underlying
rationale, advantages, disadvantages, and applications of pa-
per recommendation methods.

A. CONTENT-BASED FILTERING (CBF)
As a traditional recommendation method, CBF’s rationale is
simple. The items recommended by CBF method are similar
to the items of users’ interest [32]. Matching information
between items and users is the key procedure. In paper rec-
ommender systems, items are the papers in the digital library
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and users are the researchers. In CBF method, a researcher’
papers are first collected. Citing the researcher’s papers or
some other information can be used to build his profile. There
are many ways to build researcher profile according our
statistics. For example, researcher’s preferences and interests
can be represented by extracting keywords from researcher’s
research field. Moreover, paper recommender systems can
extract keywords from title, abstract and content of papers
to represent these papers. These candidate papers can be
retrieved from the digital library. The paper recommender
systems then computes the similarity of the keywords be-
tween researcher profile and candidate papers, and ranks
them. The following candidate papers with high similarity
are recommended to the researcher.

According to the rationale underlying, we can find some
advantages of CBF. CBF system extracts paper information
and compares them. If the paper is related to researcher’s
interests, it will be discovered. Furthermore, compared to
the keyword-based search engines, CBF usually considers
the current researcher’s interest, and does not involve other
researchers. If researcher’ interests change, the recommend-
ed result lists will change in the future. Fig. 2 shows the
general structure of the content-based recommender systems.
From Fig. 2 we can see the recommendation progress of the
CBF including three main steps: Item Representation, Profile
Learning and Recommendation Generation.

Profile 
Learner

Paper 
Representation

preference

interest

match
Researcher

Papers in library

Papers recommended

Paper features

user profile

FIGURE 2: Content-based system for paper recommenda-
tion.

Item Representation. In practice, items usually need some
special attributes to distinguish each other. These attributes
can be divided into two main categories: structured attribute
and unstructured attribute. For the structured attribute, the
value of attribute is limited and specific. For the unstruc-
tured attribute, the value of attribute often means less clear.
Because its value is unlimited, which cannot be directly
used to analyze. For example, on a dating site, an item is
a human being, who has structured attributes such as height,
education experience, origin, and unstructured attributes such
as a friend’s declaration, blog content. Structured data can
be used directly, making them easier to manage and use.
Unstructured data (such as articles content), on the other
hand, are usually required conversion into structured data
before being adopted. In paper recommendation area, the
whole structures of the papers are similar, but their contents
are unlimited, and each author has his/her own writing style.
In order to represent all the papers and compute the similarity
between them, we need to translate the contents of papers

into structured items. Since paper recommender systems are
proposed, there are many item representation methods, such
as TF-IDF model [33], keyphrase extraction model [34],
language model and so on.

The TF-IDF model (term frequency-inverse document fre-
quency) has been frequently used for information retrieval
and text mining [33]. The TF-IDF value is a statistical mea-
sure to evaluate the importance of a word to a document in
a collection or corpus. The basic idea of the TF-IDF model
is divided into two aspects. On one hand, the more times the
keyword K appears in document D, the more important K is
for document D. On the other hand, the higher frequency of
K appears in different documents, the less importance of K is
for distinguishing the documents. The equation is defined as
follows [18]:

wPrec
tk

=
tf(tk, Prec)∑m
s=0 tf(ts, Prec)

× log
N

df(tk)
(1)

where tf(tk, Prec) is the frequency of keyword tk in paper
p, N is the paper count in the candidate set, and df(tk) is
frequency of occurrence of keywords tk.

CBF uses the TF-IDF model to calculate the feature vec-
tors fPrec of each candidate paper [18], [27]. These vectors
can determine how relevant a research paper is to researcher’s
query [35]. The definition of fPrec is:

fPrec = (wPrec
t1 , wPrec

t2 , ..., wPrec
tm ) (2)

where m is the number of distinct terms in the paper, and
tk(k = 1, 2...m) denotes each term, two vectors for each
paper are used as different input queries. This model is
popular for CBF recommender systems, many researchers
have adopted a modified version in their research. Some
researchers realize that when we read a paper, we may be cu-
rious about the problem appeared in the paper or the solution
to the problem. Thus, they use TF-IDF Model, Topic Model
and Concept Based Topic Model to compute the similarity
and find the most problem-related papers and solution-related
papers to users, satisfying researcher’s specific reading pur-
pose separately [36].

Apart from the TF-IDF model, a keyphrase (typically
constituted by one to three words) extraction model is used
to produce a rich description of content of papers [37]. The
keyphrase list is a short list of keywords that reflects the
content of a paper, capturing the main discussed topics and
providing a brief summary of its content. In this model,
the title, abstract and keywords of a paper are represented
by different vectors:

−→
V abstract,

−→
V title, and

−→
V keywords,

respectively [38]. The
−→
V keywords vector is extracted from

the “keyword” section of the paper. If the paper has not the
“Keyword” section, the analysis system will regard the most
appropriately representative words as the needed keywords
[39].

Profile Learning. CBF recommender systems assume that
researchers have rated “Like” or “Dislike” on some items
and published papers according to individual interests. The
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objective of this step is to generate the profile model accord-
ing to researchers’ historical actions. Since researcher profile
usually includes researcher’s research direction, systems can
determine whether researcher U likes a new item by this
model [40].

It is obvious that researcher profile should rely on the
information generated by the researcher. Various methods
exist for building user profiles. Previous researchers build
user profile with a mixture of topics extracted from the re-
searcher past publications by the LDA algorithm. The vectors−→
V abstract,

−→
V title,

−→
V keywords are extracted from the papers

of the researcher’s historical actions to build profile. The user
profile could be updated if researcher publishes or rates new
papers in the future.

The tag-based information system uses a component
named User Preference Crawler to crawl the user preference
data. The user’s profile is constructed by the papers posted by
each individual user and a set of tags posted by the users [33],
[41]. Similarly, tags and the set of documents tagged by
researchers can be exploited by the key phrase extraction
module for building user’s profile [42].

To facilitate personalization of the recommender systems,
junior researchers who published a few papers and senior
researchers with many publications could be differentiated
[18], [27]. For a paper, the feature vector fP rec is firstly
defined by the TF in TF-IDF model. The definition of fP rec
is the same as equation (2).

fP = (wP
t1
, wP

t2
, ..., wP

tm
) (3)

where m is the number of the distinct terms in the paper, and
wP

tk
, k ∈ {1 . . .m}, is defined as follows:

wP
tk

=
tf(tk, p)∑m
s=1 tf(ts, p)

(4)

where tf(tk, p) is the frequency of term tk in paper p. After
getting the feature vectors of papers, the construction of user
profile is divided into the two categories: junior researchers
and senior researchers. For junior researchers with only one
paper p1, the construction of user profile Puser will add
contribution of the papers cited by p1. For senior researchers
with several published papers pi(i = 1, . . . , n − 1) in the
past, user profile will add contribution of the papers citing pi
and in the reference list of pi. This method makes both senior
and junior researchers’ profile more specific.

All these introduced profile learning methods are relying
on researchers’ historical records or actions. In some rec-
ommender systems, they regard the papers provided by the
researcher as input to build user profile [43], [44]. After the
paper is provided, the needed information for the system
will be extracted from the paper’s title, introduction, related
work, conclusion, references part to determine the user’s
profile. In addition, to satisfy user’s specific reading purpose,
the abstract is sometimes divided into two parts : problem
description and solution description so that the system could
recommend papers from two aspects respectively [36].

Moreover, there are some other forms to represent user
profile. Docear is a recommender systems which has the
unique feature of utilizing mind maps for information man-
agement [45]. The users of Docear organize their data in
a tree-like data structure, and they build user model from
user’s mind map collection to match with its digital library.
The Docear recommender systems have a component named
UserInterface, which is assigned to contact with users and
collect title, author name, domain, topic of the papers. Then
the Docear recommender systems collect data to store as
XML format for user profile, containing domains, topics and
keywords [39], [46], [47].

Recommendation Generation. The representations of can-
didate papers and the profiles of researchers are constructed
to select the most relevant N items to users. The relevance of
researchers’ attributes to papers’ attributes can be obtained
through similarity measure such as cosine similarity. Given
two vectors of attributes A and B, the cosine similarity can be
computed as follows [33]:

Similarity = cos(θ) =
A ·B

||A|| · ||B||
(5)

The recommendation of papers uses user profile vectors
Puser and feature vectors of the candidate papers FPrec,
which are defined before to compute cosine similarity of
Puser and FPrec by using equation 5 [18].

Some previous researches not only provide researchers
with the most relevant papers, but also provide serendipitous
recommendation with the papers from far away fields [27].
The serendipitous recommendation is helpful for researchers
to discover new ideas, approaches or ways of thinking. In
serendipitous recommendation researches, researchers con-
struct a basic user profile Puser for each researcher u to
recommend relevant papers and use Puser to construct a
another user profile P srdp

user , then compute cosine similarity
between (P srdp

user and FPrec), (Puser and FPrec) to generate
recommendations. The result of this recommendation has
two lists: related papers and unrelated papers.

After computing the similarity of user profile and candi-
date papers, a result list will be generated. The last step of the
recommender systems is ranking them in a certain order. The
final list top N papers will be recommended to researcher.
While ranking the candidate papers, the number of papers
citing them is sometimes considered [48].

Subsequently, researchers can use this recommender sys-
tems to find the paper they are interested in. But there are still
some problems in CBF recommender systems. On one hand,
CBF does not take the quality such as authoritativeness, style
into consideration because its analysis techniques only base
on the word analysis. On the other hand, there is the new
user problem. If a junior researcher without much research
experience uses the system, which perhaps run ineffectively.
Because it cannot extract enough information from the user’s
work, the recommended list may be not reliable [49].
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B. COLLABORATIVE FILTERING (CF)
Like the recommendation techniques of CBF, CF needs
to know users’ interests, which is especially effective for
recommending related papers, even without content-based
features [50]. The basic idea of CF is that if users A and
B make ratings on some common items, their interests will
be considered similar. If there are some items existing in
user B’s record but not in user A’s, these items can be
recommended to user A. In other words, CF is the process of
recommending items using the opinions of other users [51].
The ratings or opinions can be obtained from some social
reference management website like CiteULike, or by asking
users to fill in a questionnaire [52].

The collaborative filtering system locates the peer user by
considering his rating history and finding the similar user.
Then CF uses the neighbourhood to generate the recommen-
dation. The CF Recommender Systems usually need a user-
item matrix to represent the users’ ratings or comments on
items. The ratings can be used to represent users’ interests.
After constructing the matrix, the system will calculate the
similarity between users to find similar users called “neigh-
bour users” to recommend items. A user-item matrix is
shown in Table 1, the elements in the matrix are the users’
ratings. In this matrix, the rates are 0 and 1, and the rates
can use more numbers to express the different degrees of
like or dislike. The general structure of collaborative filtering
systems is shown in Fig. 3.

TABLE 1: User-Item Matrix

Item1 Item2 Item3 Item4 ... ItemX
User1 0 1 0 1 ... 1
User2 1 1 0 0 ... 0
User3 1 0 1 1 ... 0

... ... ... ... ... ... ...
UserY 1 0 0 1 ... 1

Neighbour 
Matching

user-item matrix

Researcher

Papers
Researchers

Ratings 

Papers recommended

FIGURE 3: Collaborative filtering system for paper recom-
mendation.

Compared to the Content-Based Filtering method, CF has
some different advantages: the content of the recommended
paper is not considered, because the recommendation method
depends on the ratings made by users and does not consider
what kinds of items they belong to. Furthermore, the items
recommended to users may not be relevant to the user’s
current research, because the similarity is measured between
the relationships between users.

CF mainly contains the two categories of methods [53]:

1. User-based approach: Users are the center in the user-
based approach. Recommender systems use the pro-
files of other similar users to recommend [54]. User-
based CF finds the nearest neighbours of the users.
According to the neighbour’s interests, user’s interests
are predicted [54]. Usually, in the user-based systems,
users are divided into the several groups, the users
in the same group share the same or similar interests
on some items. Based on the ratings made by the
users in the same group, the recommender systems do
recommendation for users.

2. Item-based approach: Item-based method mainly focus
on the relationships between papers rather than users
[55], [56]. In the item-based approach, there is the as-
sumption that user’s interest is continuous or very little
change in the future. If users have given some positive
ratings on some items, the recommender systems could
collect the candidate items by relying on the analysis of
users’ rating history. Then the recommender systems
will recommend the items by clustering the similar
items.

According to the users’ different needs, the above-
mentioned recommendation techniques can collect necessary
data and recommend papers. The metadata from CiteULike
can be used to run CF recommendation algorithm, and it
contains many users and their unique tags on papers [57].
The recommendation algorithm is classical and simple: in
the user-based filtering, the target user is matched with
the collected data to find the neighbours who have similar
records. Once the neighbours are found, all the papers of
the neighbour’s historical preference will be considered as
the candidates to recommend to the target users. In the
item-based filtering, the system recommends the papers by
matching the papers with the target user’s historical records.

For the user-based CF, the similarity between two users is
calculated by the ratings of their common items [58]. The
equation is as follows:

Sim(u, n) =

∑
i⊂CRu;n

(rui − r̄u)(rni − r̄n)√∑
i⊂CRu;n

(rui − r̄u)2
√∑

i⊂CRu;n
(rni − r̄u)2

(6)
where r is the ratings, u is the target user and n is the
neighbour user, rui stands for the ratings given by user u to
item i, r̄ is the average rating of user u over all his items.
CRu,n shows the common set of items between user u and
user n. The neighbour users’ articles are recommended to
the target user by ranking the predicted rating for target user
u. The social relations are usually added to find the proper
neighbours. After finding the nearest neighbours, the next
step is to predict the target user u’s rating for item i [51].
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The predicted formula is as follows:

pred(u, i) = r̄u+

∑
n⊂neigh(u) userSim(u, n) · (rni − r̄n)∑

n⊂neigh(u) userSim(u, n)
(7)

For a given user-item matrix, the matrix factorization
model plays an important role in the collaborative filtering
recommender systems [31]. The matrix factorization model
is used to predict the ratings of the candidate papers.

The user-based CF algorithms recommend papers in the
social tags system [58]. Researchers summarize the user-
based collaborative filtering process as two steps: the first
step is to find the neighbours of the target user, the second
step is to use the neighbours to rank the items, then recom-
mend topN items for the user [58]. To improve the quality of
recommended result, the two steps are ameliorated [59]. At
the finding neighbours step,BM25−based similarity is used
to obtain the neighbours of target user [60]. At the ranking
items step,Neighbor−weighted Collaborative F iltering
(NwCF ) model is used to calculate the predicted rating.
This method improves the original method by considering
the number of raters, which is represented as nbr(i). The new
predicted rating is computed by:

pred′(u, i) = log10(1 + nbr(i) · pred(u, i)) (8)

Moreover, scholarly papers are recommended by using
the social relationships such as friends, research familiarities
[61]. Besides, the user’s profile, group profile and the social
relationships between users usually are considered to recom-
mend scholarly papers. For example, a folksonomy based
method is used to combine them to recommend, and the
method solves the problem that researchers cannot find the
relevant scholarly papers in conferences and journals [62].

Similar to the user-based approach, the item-based collab-
orative filtering includes the two steps: similarity computa-
tion and prediction generation [63]. At first step, similarity
like cosine similarity, thematic similarity of target items i
to the set of items rated by target user are used to find the
most similar k items i1, i2, . . . , ik for the candidate item
set. In second step, after getting the most similar items, the
prediction would be then computed by a weighted average of
target user’s ratings on these similar items.

To guarantee the relevance of the result, an improved item-
based collaborative filtering system recommends papers rated
by the connections of target user U . The recommended
papers are not only similar to the target publication P of
interest to the target user U , but also are popular among the
target user U ’s connections [28]. In this system, researchers
first find the target user’s connections who exchange and
share bibliographic references with target user. Then word
correlation factors are used to determine candidate papers
CandidateP which are similar to the target paper P from
the library of connections. Finally, the system recommends
the highest ranking scores to target user U .

From the overview of the CF paper recommendation
techniques, we can see the CF is a popular recommendation

method. But CF still has some disadvantages because of its
natural, and the most obvious shortcoming is the cold start
problem. For the new items without ratings, it cannot be
recommended until there is someone’s rating on it. For the
new users with few ratings on any items, his/her rating history
is empty, system cannot find a similar neighbourhood until
he/she makes enough ratings. To overcome the problems in
CF, researchers have thought out some other recommenda-
tion techniques, like graph-based method and hybrid method.

C. GRAPH-BASED METHOD (GB)
As the name illustrates, graph-based method mainly focuses
the construction of the graph. The graph can be constructed
by citation networks, social networks and so on. The re-
searchers and papers are the different nodes of graph. The
relationships between researchers, researchers and papers,
papers and papers can be considered as the edges between
nodes. Then the recommendation system can use an algorith-
m like random walk on the graph to find the relevant papers
for researchers. The advantage of GB is that GB can use
information from different sources to recommend. CB, CF
just use one or two kinds of information. GB can add social
relations, trust relationships between researchers into the rec-
ommendation system to make improve the recommendation
result.

In the graph-based model, we first need to collect data
about researchers and papers. Then the system represents
them with a heterogeneous graph G(V,E), where V =
VU ∪ VP , VU stands for the researchers in the system and
VP is the set of papers published or referenced by the
researchers. For each tuple (U,P ), there exists an edge
E(vu, vp) in the graph, and vu ∈ VU , vp ∈ VP . There
is a simple graph-based model shown in Fig. 4. Moreover,
in some graph-based recommender systems, there also exist
edges like E(vu, vu), E(vp, vp) which means they consider
the relationships between researchers, in addition, they also
consider the relationships between papers. In the graph-based
model, paper recommendation activity will be translated into
the graph search task [64].

A

B

C

D

a b

b e

dc

b d

e

d

A

B

C

D

a

b

c

d

e

FIGURE 4: A simple graph-based model.

In Fig. 4, A,B,C,D stand for different researchers in
the system and a, b, c, d, e represent the papers they have
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published. The left part is the researcher behaviour data we
collect from digital library. The researcherA published paper
a, paper b and paper d, likely researcher B published paper
b and paper e. We use these researcher behaviour data to
build the network in right part. After getting the two-part
graph of the researchers and papers, the task of recommender
systems can be transformed into calculating the relevance
between the unconnected user vertices vu and paper vertices
vp. Many algorithms have been proposed in several papers to
recommend relevant papers to researchers [25], [65].

The recommendation progress of graph-based recom-
mender systems can be summarized as the two steps: Graph
Construction and Recommendation Generation.

Graph Construction. Nowadays many digital materials are
used to read and share for people. For academic research,
researchers read and search relevant papers from some digital
libraries like IEEE Xplore and CiteULike. Researchers can
collect data about users and papers from above-mentioned
websites to build graph.

For example, the relationship between a researcher and a
paper means that the researcher is interested in that paper. A
matrix Wn×m

RA (i, j) is used to indicate whether a researcher
Ri is interested in the article Aj as shown in equation (8).
R is a set of n researchers R1, · · · , Rn. A is a set of m
articles A1, · · · , Am. The common author relationships are
also added into the basic graph [12], [25], [66]. For the com-
mon author relationships between articles, another matrix
Wm×m

AA (i, j) is introduced to indicate whether two articles
Ai and Aj have common author(s) as shown in equation (9).

WRA(i, j) =

{
1 if Ri shows interest in Aj

0 otherwise
(9)

WAA(i, j) =

{
1 if Ai and Aj have common author(s)

0 otherwise
(10)

After getting the two mentioned matrices, they will be
transformed into a graph for further processing. Let G =
(VR ∪ VA, ERA ∪ EAA), where ERA ⊆ VR × VA, and
EAA ⊆ VA × VA. VR and VA are the vertices set of
researchers and papers, similarly, EAA represents the set of
interest relationships between researchers and papers. ERA

represents common author relationships. IfWRA(i, j) equals
1, between researcher i and papers j exists an edge in the
graph. similarly, if WAA(i, j) equals 1, there is an edge
between papers i and article j. A hybrid graph with co-
author relationships can be built, which is used to generate
recommendations.

Another heterogeneous graph called “Bi-Relational Graph
(BG)” can be used to recommend papers [67]. BG is similar
to the mentioned graph, it also includes researchers and
papers. Additionally, BG contains paper similarity subgraph,
researcher similarity subgraph, and a bipartite graph connect-
ing researchers and papers.

The above heterogeneous graphs contain the two kinds of
vertices: researchers and papers. In addition, there is another
kind of graph: Citation Graph (Network). Citation graph
contains papers and the citation relationship between the pa-
pers. The nodes represent the different papers in the citation
networks, and the edges stand for the citation relationships
between papers. The basic idea in the citation graph is that if
two papers have common references or they are cited by one
paper, they are considered to be similar [68]. Therefore, the
recommendation can be given by analyzing the structure of
the citation network.

Based on the citation network, a paper p̄ can be recom-
mended to user by recommender systems [65], [69]. Let all
the papers as D = p1, p2, · · · , pn to build a citation graph.
Rp̄ is a subset of D, Rp̄ indicates all the papers cited by
p̄. Papers in Rp̄ are related to paper p̄. If a paper pk in
D is related to one or more papers in Rp̄, then paper pk
will be recommended to the user. Based on the similar idea,
a method is proposed to recommend papers using citation
network and content-based algorithm [70]. In the weighted
heterogeneous graph, researchers replace the author part with
the key term graph containing the key terms extracted from
each paper using the TF-IDF model. The weight of the
citation relationship between the pairwise papers is the cosine
similarity of two vectors pi and pj . The TF-IDF score is the
weight of key-term to the paper, and the similarity of two
terms is the weight of edges.

Moreover, the co-author relationships between authors can
be added into the citation network. This graph is called
citation-collaborative network. It has the three different kinds
of links representing different relationships: citation relation-
ships, collaborative relationships and author-paper relation-
ships [71].

The main form of graph construction has been introduced
above. There are some other kinds of graphs used to generate
relevant papers to the researchers or a given paper from the
candidate papers, such as concept map, hub-authority graph
[29], [72], [73].

Recommendation Generation. The algorithms in the
graph-based paper recommender systems usually do not con-
sider the feature of the paper content and the researchers’
profile. The reason is that they are not suitable as the n-
odes of graph for scholarly recommendation. In the graph,
researchers and papers represent the two kinds of nodes.
The paper recommendation system takes advantage of the
information from the graph’s structure to find the relevant
papers.

Random walk with restart algorithm can be used to rank
articles [12], [25], [66], [67]. The rationale underlying of
traditional random walk is that a random walker is used to
traverse a graph from one or a series of vertices with the
probability a of walking to the neighbour vertices of the
current vertex and the probability 1− a of jumping randomly
to any vertex in the graph. Each walking gives a probability
distribution that indicates the probability that each vertex in
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the graph is accessed [74]. This probability distribution is
used as the input for the next walk and repeats this process it-
eratively. When certain preconditions are satisfied, the distri-
bution tends to converge. Random walk with restart method
is the improvement on the basis of random walk algorithm.
Likely when the walker starts from one node in the graph, it
has the probability a of moving to the neighbour vertices of
current vertex, and the probability 1− a of returning to the
source vertex. The bipartite network uses the random walk
with restart algorithm to compute the papers’ rankings [25].

Moreover, cross-domain recommender systems sometimes
use the random walk model. For instance, in a cross-domain
recommendation system, they use random walk to find the
similar users for the target user [75]. In the study, researchers
first use the social relationships to build a network between
users. For the target users, the assumption is they tend to
accept the recommendation from their friends with similar
interests. Therefore, the random walk model is used to get
the similar users. Then the systems predict the ratings by the
most similar users. Finally, recommendation list is generated.
Cross-domain recommender systems aim to build the rela-
tionships between the source domain and the target domain,
which can alleviate the problems of cold start and sparsity
[76], improving the quality of recommendation result.

PaperRank is widely used in the recommender systems
to calculate the relevance between the papers in citation
network [69]. PaperRank is the extension of PageRank model
to evaluate the scientific papers, considering the indirect
relationships between papers [77]. The citation analysis in
the previous methods is simple: ISI Journal Impact Factor
only averages the citation frequency of the published articles
and returns a ranking list of journals [78]. The number of the
cited papers is used to rank papers according to the number
of direct citation relationships [79]. The rationale underlying
of PaperRank algorithm is that it uses papers to replace the
pages in PageRank [80]. Each individual PageRank value can
be computed by the following equation:

PR(Pi) =
1− d
N

+ d
∑
i6=j

PR(Pi) · l(Pi, Pj)

L(Pj)
(11)

where P1, P2, · · · , PN are the N papers in the citation net-
work, PR(Pi) is the PageRank value of paper Pi (ie. ranking
score of the paper), L(Pi) is the number of the paper Pi’s
reference papers, d is the damping coefficient, l(Pi, Pj) is
the function of whether paper Pi cited paper Pj . if Pj is cited
by Pi then l(Pi, Pj) equals 1, otherwise l(Pi, Pj) equals 0.
Using this method, the importance of the individual papers
can be expressed.

Using the structure of the graph to recommend papers is a
novel method. The GB mainly uses the relationships between
the nodes.

D. HYBRID METHOD (HM)
To improve the accuracy of the recommendation results and
obtain the better performance, some scientific paper recom-
mender systems combine the two or more recommendation

techniques to recommend the personalized papers to the
researchers [81]. The obvious advantage of HM is that HM
can use the combination of different recommendation tech-
niques and the information from many sources. In this sec-
tion, we introduce some hybrid recommendation techniques.
Fig. 5 shows a hybrid paper recommender systems using the
combination of content-based and the collaborative filtering
methods.

Content-based
Filtering

Collaborative 
Filtering

Hybrid
Recommendation

Researcher
Papers recommended

Papers

interest

item ratings

FIGURE 5: A hybrid paper recommendation system.

Content-based+Collaborative Filtering. Both the content-
based recommendation method and the collaborative filtering
method have their own advantages and disadvantages. Some
prior studies tried to combine the two methods with different
forms to make better paper recommendation and overcome
their shortcomings such as first-rater and sparsity problem
[10], [82], [83].

There is a hybrid recommender systems using the content-
based techniques and the collaborative filtering techniques.
The content-based techniques build researcher’s profile by
capturing previous research interests embodied in their past
publications. The collaborative filtering techniques aim to
discover the potential citation papers [83], [84]. The pro-
cess of recommending papers includes three steps. First,
researchers need to build the user profile Puser from his/her
published papers by using the TF schemes. And they com-
pute feature vectors FPi(i=1,··· ,t) for each candidate papers
by TF-IDF scheme. They find N papers with the highest co-
sine similarity scores. Second, for these papers, CF algorithm
operates on the paper-citation matrix based on an idea that
similar papers have similar citations to find the potential pa-
pers. Pearson correlation coefficient between citation vectors
to the target paper is used to measure the similarity. Papers
with highest similarity with target paper will be formed as
neighbourhood papers. Finally, the cosine similarity of the
content will be computed [10], [85]–[87]. By combining the
two methods, this system yields superior performance over
the classic recommender systems.

Base on the traditional recommendation techniques, some
modified algorithms have emerged such as CBF-Separated,
CF-CBF Separated and CBF-CF Parallel algorithms [88].
The CBF-Separated algorithm is built upon the pure CBF
algorithm. It recommends the related paper lists not only for
the target paper itself but also for its references. These rec-
ommendation lists are merged into one single list for the re-
searcher. In the CF-CBF Separated algorithm, CF method is
first used to generate a list of candidate papers to recommend.
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CBF then is used to give further recommendations based on
the list generated from CF. CBF-CF Parallel algorithm runs
both CF and CBF methods in parallel and generates recom-
mendation lists by combining the result lists from the two
methods through an ordering function to make sure the right
order of the result list. All these hybrid algorithms are proved
to be better than the single recommendation technique.

In addition, there are some special hybrid methods such as
collaborative filtering with latent factor model, probabilistic
topic model [19], spreading activation model [89], EIHI algo-
rithm [90], FP-growth algorithm [91], etc. The performance
of these hybrid methods are better than the baseline methods.

The latent factor models are used for the collaborative
filtering to recommend papers according to other users’ his-
torical records or interests, which are similar to the target
user’s interest. This model is used to recommend known
papers [19]. Spread activation model is used in content-based
method and user-based collaborative filtering method to find
users who have similar interest with the target user [89]. EIHI
algorithm is designed to work in the dynamic datasets like the
increasing digital library of the published papers [90]. Em-
bedding EIHI into the content-based paper recommendation
system can make the results of recommendation up-to-date
and personalized. To guarantee the recommended papers’
content and quality, CBF is often used to retrieve all the
possible papers in the library. A multi-criteria collaborative
filtering is used to find the papers with high quality from the
result of CBF [92].

Content-based+Graph-based. The combination of content-
based method and graph-based method can perform bet-
ter than the classic recommendation methods. Because the
content-based method can gain the user profile from the
content of papers that users are interested in. The graph-based
method can use the citation network or the bipartite graph to
find more potential candidate papers from the structure of the
graph.

The content-based techniques with citation network have
the ability to recommend the most relevant papers from the
digital library [93]. The bipartite graph includes the two lay-
ers: papers’ layer connects papers with citation relationships.
The researchers’ layer connects researchers with their social
relationships. Specially, to make the recommendation more
accuracy, a novel hybrid article recommendation method
integrating the social information are proposed [94]. The
recommendation method includes the three types of rela-
tionships: (1) For researchers A and B, the basic trust is
that researcher A and researcher B have overlapped in their
library. (2) The value of researcher B will be increased if
the researcher B is the author of some papers in researcher
A’s library. (3) is that researcher A trusts in researcher B’s
knowledge in special topic. Candidate papers (CP) are from
the structure of the bipartite graph. The recommendation sys-
tem selects CP from the libraries of the current researchers.
While building researchers’ profile, the junior researchers
and senior researchers are distinguished. Both the senior and
junior researchers’ interests are represented by the feature

vectors through the TF-IDF model to analysis the content of
the papers. The ranking of the CP will consider the similarity
between CP’ feature vectors, the researchers’ profile, the
value of trust between the CP’s owner, current researcher, the
citation count of the CP, and the reputation of authors.

Apart from being combined together, the recommendation
methods can be used separately. The content-based method
using TF-IDF model gets the feature vectors from the candi-
date papers. The similarity is gained by computing the cosine
similarity of candidate papers and the papers in the target
user’s record. The graph-based method using the classic
citation network runs the BP algorithm and other algorithms
to obtain the user’s preference and recommend top N papers
to the user. The hybrid approach uses the result lists from the
two mentioned methods and gives them different weight. Let
the fcontent is the result of the content-based method, fgraph
is the result of graph-based method, the hybrid result fhyrid
is computed as follows:

fhybrid = w × fcontent + (1− w)× fgraph (12)

where w and (1 − w) represent the weights of the two
methods. The combination can solve the over specialization
problem and the new item problem of the classic methods.

We can see that HM has many different combinations
and it uses many techniques. The aim of HM is to improve
the quality of recommendation results by using the pros of
different techniques while overcoming the cons. The most
important problem of HM is the effective Combination of
techniques .

E. OTHERS
Apart from the paper recommendation methods mentioned
before, researchers invent some other paper recommendation
techniques such as modified latent factor model [30], hash
map [95], bibliographic coupling [96], etc. In this section,
some novel paper recommendation techniques will be intro-
duced.

As shown in the hybrid recommendation techniques, the
latent factor model is used to represent the content of papers.
The model uses the user-item matrix, papers’ content (title,
abstract), attributes (author, publish year), and social network
as input. The model then uses a modified topic modelling
involving the content and attributes to represent users and
papers. The matrix factorization method is used to predict
according to the user vector Vu, the paper vector Vp with the
results of topic modelling, and the user-item matrix [97]. The
paper recommendation result list is from the papers with the
highest predict ratings.

It is a fact that in the research paper recommendation
domain, the number of researchers is much less than the
number of papers. While building the citation matrix or the
user-item matrix, there are many empty elements. To avoid
this problem, the non-sparse matrices are used to represent
citation graph of papers, and local sensitive hashing (LSH)
constructed a representation of citations in a paper [95]. An
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example of traditional and non-sparse matrix representation
of citation network is shown in Table 2 and Table 3

TABLE 2: A matrix represents papers with citations.

P1 P2 P3 P4
C1 0 1 0 1
C2 1 1 0 0
C3 1 0 1 1
C4 1 0 0 0
C5 0 1 1 0

TABLE 3: A non-sparse matrix of Table 2.

P1 P2 P3 P4
C2 C1 C3 C1
C3 C2 C5 C3
C4 C5

In the Table 2, the columns of the matrix represent the
citing papers, and the rows represent the cited papers. The
sparsity comes from the fact that the matrix should include
all the cited papers. For each cited paper, there is a matrix
row, but each citing paper in the matrix only cites a part of
the cited papers. The non-sparse matrix is shown in Table 3,
Table 2 and Table 3 represent the same citation relationship:
P1 cites C2, C3 and C4; P2 cites C1, C2 and C5 · · · . On each
row of the non-sparse matrix, there is a hash function, the
similarity depended on these functions.

Moreover, there exists some other techniques applied in
scientific paper recommender systems to provide service to
researchers. To improve the performance of the CBF method,
CBF is used as the pre-processing step [98], then Long Short-
Term Memory (LSTM) method learns a semantic representa-
tion of the candidate papers [99]. Finally, the top N papers in
result list with high content and semantic similarity to input
paper. To help junior researchers read more classic papers
online, the two principles (download persistence and citation
approaching) are proposed to determine whether a paper is
a classic paper, which will be recommended to the junior
researchers [100]. A Citation Authority Diffusion (CAD)
methodology is proposed to identify the key papers [101].
Techniques like Multi-Criteria Decision Aiding [102], [103],
Bibliographic Coupling [96], Belief Propagation (BP) [92],
[104], Deep learning [24], Canonical Correlations Analysis
(CCA) [105], Singular Value Decomposition (SVD) [106]
appear in some researches to recommend papers.

F. COMPARISONS OF COMMON TECHNIQUES
Now we have introduced all the recommendation techniques
existing in the papers we collected. There is a comparison
table of the common recommendation techniques Content-
Based Filtering, Collaborative Filtering and Graph-Based
method. Table 4 shows the advantages and disadvantages
of CBF, CF and GM. Each recommendation technique can
overcome the disadvantages of other techniques. CF can
overcome the quality problem of recommendation results, but
it still has cold start and other disadvantages. To combine the
advantages and avoid disadvantages of these techniques, here

TABLE 4: Comparisons of common techniques

Technique Advantage Disadvantage
Content-Based
Filtering

� Each paper can be
discovered to com-
pute similarity

� Only consider the
word relevance quali-
ty is uncertain

� Results are relat-
ed to users’ personal
preferences

� New user problem

Collaborative
Filtering

� Recommendation
results may be
serendipitous

� Cold start problem

� The quality of re-
sults can be guaran-
teed

� Sparsity problem

Graph-Based
method

� Considers different
source to recommend

� Does not consid-
er papers’ content and
users’ interests

comes the hybrid method. The hybrid method uses CBF and
CF to make the recommendation system more efficient, in
addition, CBF and GB are used to recommend papers.

III. EVALUATION METHODS
As described in Sectionq, there are so many techniques used
in the scientific paper recommender systems. All of them can
provide researchers some papers, which are related to the in-
put query or researchers’ profile. The more recommendation
techniques are proposed, the more important their evaluation
methods are [107], [108]. The type of evaluation metrics
depends on the type of recommendation techniques [109].
The result of the evaluation methods determines whether the
technique applied in recommendation system is effective. In
this section, we will review the evaluation methods in the
recommender systems. Some most frequently used metrics
are shown in Table 5.

TABLE 5: Classification of evaluation methods

Precision Recall NDCG MRR MAP F1
Number 20 20 14 9 5 4

From Table 5, we can see that Precision and Recall are
the most frequently used evaluation methods in the papers we
reviewed. Many paper recommender systems used more than
one metrics to evaluate their recommendation techniques.
Apart from the metrics in Table 5, there are some other less
used metrics in the reviewed paper, like RMSE, UCOV
and MAE, all of them will be introduced at the end of this
section.
Precision : It is used to measure the accuracy of the

recommender systems recommending relevant papers to the
researchers, the equation is:

Precision =
Relevant papers

Total recommended papers

A bigger value of this fraction indicates the more accurate
recommendation that recommendation system made. To re-
duce the statistics complexity of all papers in the recommen-
dation result, there is a modified version P@N [106].
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Recall: it quantifies the fraction of relevant papers in the
whole set of papers that are in the recommendation result list.
Its equation is as follows:

Recall =
Relevant papers

Total relevant papers

the denominator in this equation is fixed because the number
of the all relevant papers in the library is fixed. The value of
equation depends on the rank algorithm of the recommenda-
tion system. The bigger value means that recommendation
system has ability to rank the most relevant papers at the
top of the result list. Similar to Precision, Recall, modified
version Recall@m is the number of relevant papers in the
top m of ranking list.
F − measure: it considers that Precision and Recall

could contradict each other [25]. From their equations, we
can see that when the number of recommended list becomes
bigger, then Recall may grow while Precision may drop.
F −measure considers them together and gives a weighted
harmonic average of Precision and Recall :

F =
(α2 + 1)(Precision×Recall)
α2(Precision+Recall)

Due to the fact that Precision andRecall are in the range of
[0, 1], a high F value means that the paper recommendation
system is more effective.
NDCG (Normalized Discounted Cumulative Gain):

it is used to evaluate the quality of a given sorted recommend-
ed list [89]. In order to compute the NDCG of the jth paper
in the result, the average DCG will be computed at first:

DCG =
1

|U |

|U |∑
u=1

J∑
j=1

guj
max(1, logb(j))

where U is the set of users who participate in this paper
recommendation system, |U | is the number of users in U ,
J is the number of papers recommended to users, j is the
position of recommended paper in the recommended list, b is
a constant value, and guj represents the “gain” that user gets
from paper j. Base on DCG the definition of NDCG is as
follows:

NDCG =
DCG

maxDCG

the gain that user gets from recommended papers depends on
the quality of recommended papers. If the user thinks that
paper is very relevant to his/her research, the gain is high,
otherwise the gain is 0. It is desirable that the most relevant
papers appear at the top of the recommended list.
MAP (Mean Average Precision): it is invented to

solve the single point value limitation from the three in-
troduced metrics: Precision, Recall and F − measure.
It would be calculated by averaging over all the average
precision (AP) of the recommended result for each user
[110]. The definition of AP is:

AP =
1

m

N∑
k=1

P (Rk)

where for a user u, m is the number of relevant papers to u,
N is the whole number of the papers in recommended list,
P (Rk) represents the precision of retrieved results from the
top result until get to paper k [10].
MAP : it gives an average of each user’s AP value:

MAP =
1

U

U∑
k=1

AP (k)

where U is the whole number of the users involved in this
recommendation system.
MRR (MeanReciprocal Rank): similar to NDCG,

this metric is used to determine the quality of the sorted
recommended paper lists. It only concerns about the ranking
of the relevant papers in the recommended list and gives an
average over all relevant papers. The definition is:

MRR =
1

N

N∑
i=1

1

ranki

where N represents the number of target papers and ranki is
the rank of ith target paper.

These metrics can effectively evaluate the various paper
recommendation algorithms of the recommender systems
from different aspects. These metrics are popular with the
researchers of the recommender systems. A good recom-
mendation system must get high score on these metrics.
Additionally, there are some evaluation metrics which are
rarely applied to the system.
RMSE (Root Mean Square Error): it is to identify

the difference between rating values and predicted values
generated from recommender systems [55]. The true values
in the training/testing set can be computed as follows:

RMSE =

√
1

N
(rij − r̂ij)2

where rij is the true rating value, r̂ij is the predicted rating
value and N is the number of ratings in the test set. The
lower the RMSE is, the stronger the predictive power of the
recommendation system.
MAE (Mean Absolute Error): similar to RMSE, this

metric is used to evaluate the accuracy of prediction made by
recommendation algorithms [92], it can be calculate by the
following equation:

MAE =
1

n

n∑
i=1

|fi − yi|

where n is the number of predictions, fi is the prediction
rating of paper i and yi is the true value. The lower theMAE,
the more accuracy the recommendation system predicts rat-
ings is.
UCOV (User Coverage): because of the nature of

recommendation algorithms, there usually exists some users
who cannot get useful information from the recommendation
system, they cannot get relevant papers from the system. The
equation is simple:

UCOV =
U ′

U
VOLUME 4, 2016 11



2169-3536 (c) 2018 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2018.2890388, IEEE Access

where U ′ is the number of users who get relevant recommen-
dations and U is the number of all the users in the system
[110]. Thus, a good recommendation system can be useful for
most users not only for a special kind of users in the system.

IV. OPEN ISSUES AND CHALLENGES
In previous sections, we have discussed the recommendation
methods and evaluation methods of the scientific paper rec-
ommender systems. Although the mentioned paper recom-
mender systems can provide researchers some useful papers
by running their own recommendation algorithms, they still
have some problems need to be solved and improved. In this
section, we discuss some open issues and challenges of the
existing paper recommender systems, including Cold Start,
Sparsity, Scalability, Privacy, Serendipity and Unified data
standards.

A. COLD START

Cold start problem is an important issue of new papers and
new users in recommender systems [111]. On one hand, if
recommender systems are based on pure collaborative filter-
ing method, they will suffer challenges from both new papers
and new users [112]. For a new user who has no research
experience or rarely rates on the papers he/she reads from the
digital library, user-based CF cannot find the similar users or
neighbours for new user accurately. For a new paper newly
published in the digital library, few researchers have read and
rated it. The new paper cannot be recognized easily from
so many papers and recommended to the right researchers.
On the other hand, in the content-based recommender sys-
tems, researchers use content analysis to represent all the
papers and compute the similarity between papers and user
profile, overcoming the new paper problem. But CBF needs
to analyze the researchers’ historical records containing the
papers that a user expresses interest in. If CBF cannot extract
enough useful information to build user profile, the result of
recommender systems is not reliable.

B. SPARSITY

In most recommender systems, there is an assumption that
the number of users is bigger than the number of papers or
equivalent to the number of papers in digital library. The
recommendation algorithms can run effectively. However,
the fact is that the number of users is less than the papers,
and even the most popular papers may have a few ratings.
While building the user-item rating matrix in the collabo-
rative filtering method, researchers find that rating matrix is
very sparse, there are too few ratings and too few correlations
between users [113]. If most of the papers have few ratings
and each user only rates on a few papers, it is hard to find
the similar neighbours for users. It is one of the most obvious
disadvantages of collaborative filtering based recommender
systems.

C. SCALABILITY
The definition of scalability in recommender systems is
whether the system has the ability to work effectively in
numerous environments where there are so many users and
products. Nowadays the datasets of the digital library are
very large, and the states of papers in it are changing with
time [111]. There are many papers and users added into
dataset every day. It is challenging for recommender systems
to deal with these large and dynamic datasets. Traditional
recommendation methods like CBF and CF usually dealt
with the static dataset, new learning algorithms like EIHI can
handle the dynamic datasets [90]. It is desirable that each
recommender systems can overcome the scalability problem.

D. PRIVACY
Paper recommender systems aim to provide the personalized
paper recommendation to the users by taking advantage of
the users’ personal information. With the recommendation
system widely used in academic area to solve the information
overload problem [114], most personalized recommender
systems collected as much users’ information as possible.
Because the information collected by the system usually
includes sensitive information that users wish to keep private,
users may have a negative impression if the system knows
too much about them [111]. It is an important topic that
how to improve the recommendation algorithm by using the
limited data fully, carefully and meticulously. To resolve this
problem, some secure recommender systems are proposed to
protect users’ private information [40], [114].

E. SERENDIPITY
The traditional paper recommender systems usually provide
users with the papers relevant to his/her interests or research-
es [83]. In fact, the irrelative papers perhaps have some
advantages for users. For example, junior researchers need
to read various kinds of papers to broaden their research
range and find the most interesting one. Senior researchers
need to find new knowledge from other areas to enrich
their own studies [27]. The serendipitous recommendation
for users sometimes can be useful, but if the result of the
recommendation system only has serendipitous papers and
does not have related papers, user may think the system
is not reliable. Collaborative filtering method based system
has the ability to provide serendipitous results because the
recommendation algorithm does not consider the content of
the paper only use the “neighbours” to recommend items.

F. UNIFIED SCHOLARLY DATA STANDARDS
Part of big scholarly data comes from different academic
platforms such as Google Scholar, Web of Science, and
Digital Bibliography & Library Project (DBLP). The other
part comes from online data sets such as Microsoft Aca-
demic Maps and American Physical Society (APS). These
data have their own characters. For example, the DBLP
data set does not contain citation relationship, and the APS
data set provides a list of citation relationship between the
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papers. These different data types bring a huge challenge to
the construction of the paper recommender systems. In the
paper recommendation systems, unifying big scholarly data
standards is a challenging task.

V. CONCLUSION
Recommender systems play an important role in information
retrieval and filtering. This paper gives a survey of scientific
paper recommendation systems for academic area. First,
we classify the scientific paper recommender systems into
four groups according to their recommendation techniques:
content-based filtering, collaborative filtering, graph-based
method and Hybrid method. According to our analysis, we
find the content-based and hybrid methods are the most often
used techniques in paper recommender systems. For each
technique, we investigate the underlying rationale, advan-
tages, disadvantages and applications. Second, the evaluation
metrics are introduced to evaluate the performance of paper
recommender systems: Precision, Recall, F-measure, NDCG,
MAP, MRR, MAE and UCOV. Finally, this paper discusses
the open issues and challenges that need to be solved in
the future, including cold start, sparsity, scalability, privacy,
serendipity, and unified scholarly data standards.
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